50, will be treated as malpractice.

Important Note : 1. On completing vour answers, compulsorily draw diagonal cross lines on the remaining blank pages.

2. Any revealing of identification, appeal to evaluator and /or equations written eg, 42+8
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..~ Seventh Semester B.E. Degree Examination, Dec.2018/Jan.2019
' Natural Language Processing
“Time: 3 hrs. ' WS ~ Max. Marks: 80
Note: Answer any FIVE full questions, choosing ONE full question from each module.
' Module-1
1 What is Natural language processing? And explain challenges of natural language
processing. (08 Marks)
Explain applications of natural language processing. - s (08 Marks)
. OR -
2 What is statical language model and explain features of n-gram model. (06 Marks)
What is government and binding theory and explam its components and organization.
(10 Marks)
; Module-2
3 What is morphologlcal parsing and explain two step morphological parser with example.
(08 Marks)
Explain minimum edit distance algor 1thm and compute the minimum edit distance between
tumour and tutor. : ; (08 Marks)
OR
4 What is parts of speech taggmg and explam dtfferent methods of parts ¢ of speech tagging.
(08 Marks)
What are advantages and disadvantages of top*down and bottom up parsing and give top
down and bottom up search space for: sentence ‘paint the d001 by applying following
grammar.
S— NP VP VP—>Ve1bNP
S —VP ; VP Verb
NP — Det Nominal PP. — Preposition NP
NP — Noun - Det — this | that |a | the
NP — Det Noun PP Verb — sleeps | paint | open | sings
Nominal — Noun . Preposition - from | with | on | to
Nominal — Noun Nominal Pronoun — She | he | they
i (08 Marks)
Module-3
5 Explain dependency Path Ker ne] for relation extraction. (06 Marks)
Explain a SOftware framework for the task of learning to annotate cases with knowledge
roles. / (10 Marks)
OR |
6 Explain functional overview of Infact system. (08 Marks)
What is frame semantics theory and how semantic role labeling can be done. (08 Marks)
Module-4
7 How to evaluate self explanations in START. (10 Marks)

How to measure cohesion of Text structures using latent semantic analysis (LSA). (06 Marks)
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OR &, ¢
Explain document separation as a sequence mgp‘pring' problem.

Describe the evolutionary model for knowledge discovery from texts.

Module-5
Give design features of information Retrieval systems.
Explain Boolean and vector space information retrieval models:

OR P BA
Explain the word Net for English language and its applications.

Explain the cluster and. fiizzy models of information retrieval systems.

H# ok ko ok
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(08 Marks)
(08 Marks)

(06 Marks)
F(IG Marks)

(08 Marks)
(08 Marks)



