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	Answer all the five questions having internal choice
	
	
	

	PartI-1(a)
	Explain Knowledge discovery process in data mining.
The term Knowledge Discovery in Databases, or KDD for short, refers to the broad process of finding knowledge in data, and emphasizes the "high-level" application of particular data mining methods. It is of interest to researchers in machine learning, pattern recognition, databases, statistics, artificial intelligence, knowledge acquisition for expert systems, and data visualization.
The unifying goal of the KDD process is to extract knowledge from data in the context of large databases. It does this by using data mining methods (algorithms) to extract (identify) what is deemed knowledge, according to the specifications of measures and thresholds, using a database along with any required preprocessing, sub sampling,
and transformations of that database.
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	   (b)
	Explain any two data preprocessing steps.
Ans: Aggregation: Combining two or more attributes (or objects) into a single attribute (or object)
Purpose
– Data reduction
Reduce the number of attributes or objects
– Change of scale
Cities aggregated into regions, states, countries, etc
– More “stable” data
Aggregated data tends to have less variability
Sampling: Sampling is the main technique employed for data selection.
– It is often used for both the preliminary investigation of the data and the final data analysis.
Statisticians sample because obtaining the entire set of data of interest is too expensive or time consuming.
Sampling is used in data mining because processing the entire set of data of interest is too expensive or time consuming.

Types of Sampling
Simple Random Sampling
– There is an equal probability of selecting any particular item
– Two types
Sampling without replacement
– As each item is selected, it is removed from the population
Sampling with replacement
– Objects are not removed from the population as they are selected for the sample.
In sampling with replacement, the same object can be picked up more than once
Stratified sampling
– Split the data into several partitions; then draw random samples from each partition
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	2 (a)
	Explain different type of attributes and data sets.
There are different types of attributes
– Nominal
Examples: ID numbers, eye color, zip codes
– Ordinal
Examples: rankings (e.g., taste of potato chips on a scale from 1-10), grades, height in {tall,
medium, short}
– Interval
Examples: calendar dates, temperatures in Celsius or Fahrenheit.
– Ratio
Examples: temperature in Kelvin, length, time, counts
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PartII3(a) 
	
Explain the type of operation that can be performed on data cube.

	
[10]
	
	

	4 (a)
	Explain the difference between ROLAP and MOLAP. 
	[5]
	
	

	   (b) 
	Write the various schemas for multidimensional databases
	[5]
	
	

	PartIII5
(a)
	List the major steps involved in the ETL process.
	[5]
	
	

	  (b)
	Explain FASMI characteristics of OLAP.
	[5]
	
	

	6(a)
	What is a data ware house? How we can implement a data ware house.
	[4+6]
	
	











	Part IV-7(a)
	 Explain the three tier architecture of Dataware house
	[10]
	
	

	8(a)
	Write the difference between OLAP and OLTP.

	[10]
	
	

	Part V-9(a)
	What is data mining. Explain the challenges that motivated the development of data mining.
	[6]
	
	

	 (b)
	Explain Similarity and Dissimilarity.
	[4]
	
	

	
	
	
	
	

	10(a)
	Discuss the data mining task in detail.
	[10]
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Attribute
Type

Nominal

Ordinal

Interval

Ratio

Description

The values of a nominal attribute are
just different names, i, nominal
atiributes provide only enough
information to distinguish one object
from another. (=, #)

‘The values of an ordinal atribute
provide enough information to order
objects. (<,>)

For interval attributes, the
differences between values are
meaningful, i.e., 2 unit of
measurement exists.

)

For ratio variables, both differences
and ratios are meaningful. (%, /)

Examples

zip codes, employee
ID numbers, cye color,
sex: {male, female}

hardness of minerals,
{good, beter; best},
grades, street numbers

calendar dates,
temperature in Celsius
or Fahrenheit

temperature in Kelvin,
monctary quanitics,
counts, age, mass,
length, electrical
current

Operations

mode, entropy.
contingency
correlation, . test

median, percentiles,
rank correlation,
run tests, sign tests

mean, standard
deviation, Pearson's
correlation, £and
tests

‘geometric mean,
harmonic mean,
percent variation





