
 
 
 
1a) Explain the three types of schemas in multi dimensional  data model with example. 8M 
Ans. 

  
Snowflake schema: The snowflake schema is a variant of the star schema model, where some dimension 
tables are normalized, thereby further splitting the data into additional tables. The resulting schema graph 
forms a shape similar to a snowflake. 
 
 
 
 
 
 
 
 



 
 

 
 

 
 
 
 
 



 
 
 

 
 

 
 



 
 

 
 
 
1b) Describe 3-tier data warehouse  architecture with a neat diagram  8M   

 
Data warehouses normally adopt three-tier architecture: 1. The bottom tiers is a warehouse 

database server that is almost always a relational database system. Data from operational 

databases and from external sources are extracted using application program interfaces known  

as gateways. 

 



 

A gateway is supported by the underlying DBMS and allows client programs to execute code. 2. 

The middle tier is an OLAP server that is typically implemented using a relational OLAP 

(ROLAP) model. 3. The top tier is a client, which contains query and reporting tools, analysis 

tools and/or data mining tools. From the architecture point of view there are three data 

warehouse models: the enterprise warehouse, the data mart, and the virtual warehouse. 

 

2a) Explain data cube operations with example for each operation.    8M 

 

OLAP data is typically stored in a star schema or snowflake schema in a relational data 

warehouse or in a special-purpose data management system. Measures are derived from 

the records in the fact table and dimensions are derived from the dimension tables. 

Hierarchy 

The elements of a dimension can be organized as a hierarchy, [4] a set of parent-child 

relationships, typically where a parent member summarizes its children. Parent elements 

can further be aggregated as the children of another parent.[5] 

For example May 2005's parent is Second Quarter 2005 which is in turn the child of Year 

2005. Similarly cities are the children of regions; products roll into product groups and 

individual expense items into types of expenditure. 

Operations 

Conceiving data as a cube with hierarchical dimensions leads to conceptually 

straightforward operations to facilitate analysis. Aligning the data content with a familiar 

visualization enhances analyst learning and productivity.[5] The user-initiated process of 

navigating by calling for page displays interactively, through the specification of slices 

via rotations and drill down/up is sometimes called "slice and dice". 

 

 Common operations include slice and dice, drill down, roll up, and pivot. 

 
 

OLAP slicing 

Slice is the act of picking a rectangular subset of a cube by choosing a single value for 

one of its dimensions, creating a new cube with one fewer dimension.[5] The picture 

shows a slicing operation: The sales figures of all sales regions and all product categories 

of the company in the year 2004 are "sliced" out of the data cube. 

 

 

 

 

 

 



 

 

 
OLAP dicing 

Dice: The dice operation produces a sub cube by allowing the analyst to pick specific 

values of multiple dimensions.[6] The picture shows a dicing operation: The new cube 

shows the sales figures of a limited number of product categories, the time and region 

dimensions cover the same range as before. 

 

 

 
 

OLAP Drill-up and drill-down 

Drill Down/Up allows the user to navigate among levels of data ranging from the most 

summarized (up) to the most detailed (down).[5] The picture shows a drill-down 

operation: The analyst moves from the summary category "Outdoor-Schutzausrüstung" to 

see the sales figures for the individual products. 


Roll-up: A roll-up involves summarizing the data along a dimension. The summarization 

rule might be computing totals along a hierarchy or applying a set of formulas such as 

"profit = sales - expenses".[5] 


















OLAP pivoting 

Pivot allows an analyst to rotate the cube in space to see its various faces. For example, 

cities could be arranged vertically and products horizontally while viewing data for a 

particular quarter. Pivoting could replace products with time periods to see data across 

time for a single product. 

The picture shows a pivoting operation: The whole cube is rotational. 




2b) What is datawarehouse? Compare OLAP and OLTP systems.   8M 

Ans. According to W. H. Inmon: A data warehouse is a subject-oriented, integrated, time-

variant, and non-volatile collection of data in support of management’s decision making process. 

Subject-oriented 

 A DW is organized around major subjects, such as student, degree, country. 

 Focusing on the modeling and analysis of data for decision makers, not on daily 

operations. 

 A DW provides a simple and concise view around particular subject issues by excluding 

data that are not useful in the decision support process. 

Integrated 

 A DW may be constructed by integrating information from multiple data sources e.g. 

multiple OLTP databases. 

 Data cleaning and data integration techniques are applied to ensure consistency in naming 

conventions, encoding structures, attribute measures, etc. among different data sources. 

Time Variant 

 A DW usually has long time horizon, significantly longer than that of operational 

systems. 

 Operational database: current value data. 

  DW data: provide information from a historical perspective (e.g. past 5-10 years) 

 Every key structure in the DW contains an element of time, explicitly or implicitly 

 Operational data may or may not contain time element. 

Non-volatile 

 A physically separate store of data transformed from the operational environment. 

 No update of data 

 Does not require transaction processing, recovery, and concurrency control mechanisms 

  Requires only two operations in data accessing: initial loading of data and access of data. 

 

 

 

 

 

 

 

 

 



 

 

 

 
  

3a) What is data mining? Explain KDD process in data mining with neat diagram. 8M 

 
Data mining refers to extracting or mining" knowledge from large amounts of data. There are many other 

terms related to data mining, such as knowledge mining, knowledge  extraction, data/pattern analysis, 
data archaeology, and data dredging. Many people treat data mining as a synonym for another popularly 

used term, Knowledge Discovery in Databases", or KDD 

 
Data mining is the process of discovering interesting knowledge from large amounts of data stored either 

in databases, data warehouses, or other information repositories. 

The term Knowledge Discovery in Databases, refers to the broad process of finding 

knowledge in data, and emphasizes the "high-level" application of particular data mining methods. It is of 
interest to researchers in machine learning, pattern recognition, databases, statistics, artificial intelligence, 

knowledge acquisition for expert systems, and data visualization. 

The goal of the KDD process is to extract knowledge from data in the context of large databases. 
It does this by using data mining methods (algorithms) to extract (identify) what is deemed knowledge, 

according to the specifications of measures and thresholds, using a database along with any required 

preprocessing, sub sampling and transformations of  that database. 

 



 

Steps of KDD process: 

 
 

 Data cleaning: to remove noise or irrelevant data  

 Data integration: where multiple data sources may be combined  

 Data selection: where data relevant to the analysis task are retrieved from the database  

 Data transformation: where data are transformed or consolidated into forms appropriate for 

mining by performing summary or aggregation operations  

 Data mining : An essential process where intelligent methods are applied in order to extract 

data patterns.  

 Pattern evaluation to identify the truly interesting patterns representing knowledge based on 

some interestingness measures. 

 Knowledge presentation: where visualization and knowledge representation techniques are 

used to present the mined knowledge to the user. 

 

3b) Briefly explain motivating challenges in the field of data mining.   4M 

Ans. 

 Motivational challenges in the field of data mining: 

 1.Scalability: If data mining algorithms are to handle these massive data sets, then they must 

    be scalable. 

2. High Dimensionality: For some data analysis algorithms, the computational complexity  

    increases rapidly as the dimensionality increases. 

3. Heterogeneous and Complex Data: Dealing with data with not the same type. 

4. Data Ownership and Distribution: Data is geographically distributed among resources   

    belonging to multiple entities. 

5. Non-traditional Analysis: The traditional statistical approach is based on a hypothesize-and    

    test paradigm. 

Current data analysis tasks often require the generation and evaluation of thousands of 

   hypotheses, and consequently, the development of some data mining techniques has been  

   motivated by the desire to automate the process of hypothesis generation and  evaluation. 
 

 



 

 

3c) Briefly discuss various applications of data mining.    4M 

 

Financial Data Analysis 

The financial data in banking and financial industry is generally reliable and of high quality 

which facilitates systematic data analysis and data mining.  

Design and construction of data warehouses for multidimensional data analysis and data mining. 

Detection of money laundering and other financial crimes. 

Retail Industry 

Data mining collects large amount of data from on sales, customer purchasing history, goods 

transportation, consumption and services. It is natural that the quantity of data collected will 

continue to expand rapidly because of the increasing ease, availability and popularity of the web. 

Ex: Product recommendation and cross-referencing of items. 

Telecommunication Industry 

Data mining in telecommunication industry helps in identifying the telecommunication patterns, 

catch fraudulent activities, make better use of resource, and improve quality of service 

 Examples for which data mining improves telecommunication services − 

Multidimensional Analysis of Telecommunication data. 

Fraudulent pattern analysis. 

Identification of unusual patterns. 

Biological Data Analysis 

In the field of biology such as genomics, proteomics, functional Genomics and biomedical 

research. Biological data mining is a very important part of Bioinformatics. Following are the 

aspects in which data mining contributes for biological data analysis − 

Semantic integration of heterogeneous, distributed genomic and proteomic databases. 

Alignment, indexing, similarity search and comparative analysis multiple nucleotide sequences. 

Discovery of structural patterns and analysis of genetic networks and protein pathways. 

Association and path analysis. 

Visualization tools in genetic data analysis. 

Following are the applications of data mining in the field of Scientific Applications − 

Data Warehouses and data preprocessing. 

Graph-based mining. 

Visualization and domain specific knowledge. 

Intrusion Detection 

Intrusion refers to any kind of action that threatens integrity, confidentiality, or the availability of 

network resources. In this world of connectivity, security has become the major issue. With 

increased usage of internet and availability of the tools and tricks for intruding and attacking 

network prompted intrusion detection to become a critical component of network administration. 

Here is the list of areas in which data mining technology may be applied for intrusion detection − 

Development of data mining algorithm for intrusion detection. 

Association and correlation analysis, aggregation to help select and build discriminating 

attributes. 

 

 

 



 

 

4a) For the below given 2*2 contingency table with two attributes “gender” and “preferred  

reading” conduct correlation analysis between the given attributes using Chi-square 

test.   Note: Expected frequencies are given inside parentheses. 

     Gender 

                           

 
 

 

 

 

 

 

 

 



 

 

4b) Briefly explain Min-Max, Z-Score and Normalization by decimal scaling with a  

      suitable example.                       8M 

 

 

 

 
 

 



 

 

5a) Define Apriori principle, briefly discuss. Apriori algorithm for Frequent Item 

      set Generation          8M 

Ans. 

Apriori principle: 

– If an item set is frequent, then all of its subsets must also be frequent 

Apriori principle holds due to the following property of the support measure: 

– Support of an item set never exceeds the support of its subsets 

– This is known as the anti-monotone property of support 

Apriori algorithm Method: 

Let k=1 

Generate frequent item sets of length 1 

Repeat until no new frequent item sets are identified 

 Generate length (k+1) candidate item sets from length k frequent item sets 

 Prune candidate item sets containing subsets of length k that are infrequent 

 Count the support of each candidate by scanning the DB 

 Eliminate candidates that are infrequent, leaving only those that are frequent 

 
 

5b) For a given transaction data, generate frequent item set and identify valid association   

      rules with minimum support as 60% and minimum confidence as 75%.  8M 

                                 
 

 



 

 

 

 
 

 
 



 

 
6 a. Explain Maximal, frequency Item set and closed Frequent Item set techniques for compact  

       representation, Using an example for each. 

Ans:  

 

 

 
 



 

 
 

 
 
 

b.   Explain and construct FP Tree for given Transaction data: 

Data Set:   

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

TID Items

1 {a,b}

2 {b,c,d}

3 {a,c,d,e}

4 {a,d,e}

5 {a,b,c}

6 {a,b,c,d}

7 {a}

8 {a,b,c}

9 {a,b,c}

10 {b,c,e}



 

 
Ans: FP-growth Algorithm 

-Use a compressed representation of the database using an FP-tree 

-Once an FP-tree has been constructed, it uses a recursive divide-and-conquer approach to mine the 

frequent item sets . 

 

 

 
 
 

7  a. Write and explain Hunt’s algorithm with a suitable example. 

Ans: 

 

 

 



 

 

 

 
 

 

b. Explain rule based classifier technique with an example. 
Ans: Rule-Based Classifier 

Classify records by using a collection of “if…then…” rules 

Rule:    (Condition)  y 

Where   Condition is a conjunction of attributes and y is the class label 

LHS: is called  rule antecedent or precondition and RHS is called rule consequent 
Examples of classification rules: 

  (Blood Type=Warm)  (Lay Eggs=Yes)  Birds 

  (Taxable Income < 50K)  (Refund=Yes)  Evade=No 

 



 

 
 

 
 

 

 
 

 

 
 

 

 



 

 

 
 

 

 
8  a. Write and explain K-nearest neighbor classification algorithm. 
Ans: 

 
 

 

 

 



 

 

 
 

 
 

 

 

 

 

 



 

 

 
 

 

 
 

 
 



 
 

b. Write a note on Naïve Bayes Classifier. 

Ans: 

 Robust to isolated noise points 

 Handle missing values by ignoring the instance during probability estimate calculations 

 Robust to irrelevant attributes 

 Independence assumption may not hold for some attributes 

Naïve Bayes classifier assume independence among attributes Ai when class is given:     

– P(A1, A2, …, An |C) = P(A1| Cj) P(A2| Cj)… P(An| Cj) 

– Can estimate P(Ai| Cj) for all Ai and Cj. 

– New point is classified to Cj if  P(Cj)  P(Ai| Cj)  is maximal.  

 
 

 
 



 

 
c. List out and explain any four Evaluation criteria for classification methods. 

 

Ans: Evaluation Criteria for classification methods: 

 Speed 

 Robustness 

 Scalability 

 Interpretability 

 Goodness of the model 

 Flexibility 

 Time complexity 

Speed includes 

  Time or computation cost of constructing a model 

 Time required to learn to use the model.  

 Aim- to minimize both times. 

Robustness 

 Method be able to produce good results in spite of some errors and missing values in datasets. 

Scalability 

 Method continues to work efficiently for large disk-resident databases as well. 

Interpretability 

 End-user be able to understand and gain insight from the results produced by the classification 

method. 

Goodness of the model 

 It needs to fit the problem that is being solved. 

 

 
 



 
 

9 a. Mention and explain the desired features of cluster analysis. 

Ans:   1. (For large data sets) Scalability:  Cluster Analysis method be able to deal with small as well as 

large  problems gracefully. 
2. (For large data sets) Only one scan of the dataset: Cluster analysis method should not require more than 

one scan of the disk-resident data. 

3. (For large data sets) Ability to stop and resume: when the data set is very large, cluster analysis may 
take more time, it is desirable that the task be able to stopped and then resumed when convenient. 

4. Minimal input parameters: the user not be expected to have domain knowledge of the data and not be 

expected to possess insight into clusters that might exist in the data. 
5. Robustness: Cluster analysis method be able to deal with noise, outliers and missing values gracefully.  

6. Ability to discover different cluster shapes:  Cluster analysis method be able to discover cluster shapes 

other than spherical. 

7. Different data types: Cluster analysis methods be able to deal with not only numerical data but also 
Boolean and categorical data. 

8. Result independent of data input order: Cluster analysis method should not be sensitive to data input 

order. Whatever the order, the result  of the same data should be same.   
 

b. Write a note on: 

 (i) Manhattan distance  

 (ii) Euclidean distance. 

 

Ans: (i) Manhattan distance:  This is also most commonly used metrics also called L1 norm. Largest 

valued attribute can dominate the distance 

 

Euclidean Distance: This is the most commonly used distance metric also called L2 norm. Largest valued 

attribute may dominate the distance. 
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c. Briefly explain different types of data used for data mining. 

 

Ans:  Types of data: 

l There are different types of attributes 

– Nominal  

 Examples: ID numbers, eye color, zip codes 

– Ordinal  

 Examples: rankings (e.g., taste of potato chips on a scale from 1-10), grades, 

height in {tall, medium, short} 

– Interval  

 Examples: calendar dates, temperatures in Celsius or Fahrenheit. 

– Ratio  

 Examples: temperature in Kelvin, length, time, counts  

 

 

l The type of an attribute depends on which of the following properties it possesses: 

– Distinctness:    =      

– Order:    <  >     

– Addition:    +  -    

– Multiplication:   * / 

– Nominal attribute: distinctness 

– Ordinal attribute: distinctness & order 

– Interval attribute: distinctness, order & addition 

– Ratio attribute: all 4 properties 

 

 

 
 

 

 
 

 

 

 
 

 

 
 



 
 

 

 

 

 
Types of data sets: 

Record 

– Data Matrix 

– Document Data 

– Transaction Data  

Graph 

– World Wide Web 

– Molecular Structures 

Ordered 

– Spatial Data 

– Temporal Data 

– Sequential Data 

Genetic Sequence Data 
 

 

 
 



 

 

10 a. What is cluster analysis? Briefly explain different types of cluster analysis methods. 

Ans:  

 
 

 

 
 

 

 

 

 

 

 



 

 

 

Partitional Clustering 

 

 
 

Two main types of hierarchical clustering 
– Agglomerative:   

  Start with the points as individual clusters 

  At each step, merge the closest pair of clusters until only one cluster (or k 

clusters) left 

– Divisive:   

  Start with one, all-inclusive cluster  

  At each step, split a cluster until each cluster contains a point (or there are k 

clusters) 

 Traditional hierarchical algorithms use a similarity or distance matrix 

– Merge or split one cluster at a time 

 



 
 

Density- based methods: In this method based on density clustering will be done. 

Grid based methods: in this class of methods, the object space rather than the data is divided into a grid. 
 

Model Based Methods: a model is assumed, perhaps based on probability distribution. 

 

b. Briefly explain DBSCAN algorithm in density based clustering. 
Ans:  DBSCAN is a density-based algorithm. 

Density = number of points within a specified radius (Eps) 

– A point is a core point if it has more than a specified number of points (MinPts) within 

Eps .These are points that are at the interior of a cluster 

– A border point has fewer than MinPts within Eps, but is in the neighborhood of a core 

point 

– A noise point is any point that is not a core point or a border point.  

 



 

 
 

 
 
 

 

 

 
 

 

 

 


