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1 Derive the exact coordination equation for optimum loading of thermal power plants [10] CO5 L2
considering line losses.
2 Explain the dynamic programming method to solve unit commitment problem. [10] cCO5 L2

3 Explain security constrained optimal power flow with the help of typical power [10] cCO6 L2
system one line diagram.
4 Explain the contingency analysis for detection of network problems using a [10] CO6 2

suitable flow chart cos5 | L2

co6 | L2
5 Explain about unit commitment problems and its solution methods. [10]
6 Explain about the factors affecting power system security. [10]

Solutions:
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0ad can be optimally divided among the various generating plants using the
qual incremental COst criterion of Eq. (7.10). 1t 18, however, unrealistic to

€glect transmission losses particularly when long distance transmission of
OWer is involved,

k
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.tion (7.23) can also be written in the alternative form

(C);= Al1- JTL)] i=1, 2, ..., k (7.25)
cquali‘m is referred to as the exact coordination equation.

gs it is clear that to solve the optimum load scheduling problem, it is
essary to compute ITL for each plant, and therefore we must determine the
oetional dependence of transmission loss on real powers of generating plants.
re are several methods, approximate and exact, for developing a transmis-
on loss model. A full treatment of these is beyond the scope of this book.
e of the most important, simple but approximates methods of expressing
nsmission loss as a function of generator powers is through B-coefficients.
is method is reasonably adequate for treatment of loss coordination in
~onomic scheduling of load between plants. The general form of the loss
. _ula (derived later in this section) using B-coefficients is

Po= S5 PonBuPon (7.26)

m=I1 n—1

Pgy» Pon = real power generation at m, nth plants
B = loss coefficients which are constants under certain assumed
operating conditions
¥ . . - o * .
If Ps arc in megawatts, B, arc in reciprocal of megawatts . Computations, of
course, may be carried out in per unit. Also, B, = B,
Equation (7.26) for transmission loss may be written in the matrix form as

Py = PGBPg 27
‘where -
Fe By B, - B
B B B — B,
P(-; - (-12 al]d B.= .21 22 ;,ft,
Foi B, B, ... Bu

It may be noted that B is a symmetric matrix.
For a three plant system, we can write the expression for loss as

P, = B, P} + By,PEs + B33PG; + 2B 3P PGy + 2Bp3PgaPas
+ 2B3,PgiPa (7.28)

With the system power loss model as per Eq. (7.26), we can now write

oP, 0 | I
o i P, B,..Ps
OPs  OPg ;2 S .

°B,, (in pu) = B,,, (in MW™") x Base MVA
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It may be noted that in the above ex
and are, therefore, left out. -

Simplifying Eq. (7.29) and recognizing that B = B;;, we can write.

m=l
m=i

pression other terms are independent of

Hll
H

oP, & ,
—L = 2B,F,, i
Foi j=1 i
Assuming quadratic plant cost curves as B
: i
C(Pg) = Eaip Gi + bl + d, kil
We obtain the incremental cost as
= aiPg + b, 7.3
d PGF it Gi ( 4

Substituting OP,/1oP
Eq. (7.22), we have

Gi and dC/dP; from above in the coordi

k
aPi+ b+ Ay 2B,P; =)
j=1 '

Collecting all terms of Pg; and solving for P, we obtain

k %

@+ 22B,) Pgy=~ A3 2B,Pp. —b,+ A
i=1
J=i

b &
1- T—Zzg,.jpcj
=l

Pg= e s =12,k 73
TL4an b
/\ i |
For any particular value of ), Eq. (7.32) can be solved iteratively b
assuming initial values of Ps(a con

venient choice is Pg; = 0; i = 1, 2, cors K
Iterations are stopped when Pg;s converge within specified accuracy.

Equation (7.32) along with the power balance Eq. (7.19) for a
load demand Py, are solved iteratively on the following lines: 3
1. Initially choose \ = Ao

2. Assume Py =0; i =1, 2, wors &
3. Solve Eq. (7.32) iteratively for Ps.

:a.
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4. Calculate PL :ZZ PGI'BI'jPGj'

=1 =1

_ Check if power balance equation (7.19) is satisfied, i.e.

ip(?i _PD_PL

n=l

 yes, Stop- Otherwise, go to step 6.

< ¢ (a specified value)

k
6. Increase A by AN\ (a suitable step size); if {Z Foi — F, “PL) <0or

I

=1
(& |
decrease A by AAX (a suitable step size); if LZ F;; — B, —PLJ > 0,
=l

repeat from step 3.
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5.2.2 Dynamic-Programming Solution ==

5.2.2.1 Introduction

Dynamic programming has many advantages over the enumeration scheme,
the chief adyg_qg_ag&being_mdugtion in the dimensionality of the problem.
Stppose we have found units in a.system and any combination of them could
seué_mc{-singl&)‘bad.ﬂ;cm-wouligg_@;naximum of2t —-1=13 combinations

to test. However, if a strict priority. order is imposed, there are only four
combinations to try:

119,180 1 = B LR

Priority 1 unit

Priority 1 unit + Priority 2 unit

Priority 1 unit + Priority 2 unit + Priority 3 unit

Priority 1 unit + Priority 2 unit + Priority 3 unit + Priority 4 unit

The imposition of a priority list arranged in order of the full-load average-
cosi rate would result in a _theoretically correct dispatch and commitment
only if

L



1. INO 1040 COSTS dre zer
2. Unit input—output characteristics are linear between zero output and full

155{1.
— e . &
3. There are no other restrictions.
_—

4. Start-up costs are a fixed amount.

In the dynamic-programming approach that follows, we assume that:

\C;l;;.'Mate consists of an array of units with specified units operating and
- the rest off-line.

ol Z,/Tﬁe start-up cost of a unit is independent of the time it has been oﬂ' line
(i.e., it is a fixed amount).

. There are no costs for shutting down a unit. -

4 Thereis a strict priority order, and in each interval a specified minimum
amount of capacity must be operating.

A feasible state is one in which the committed units can supply the required
load and that meets the minimum amount of capacity each period.

5.2.2.2 Forward DP Approach

One could set up a dynamic-programming algorithm to run backward in time
starting from the final hour to be studied, back to the initial hour, Conversely,
one could set up the algorithm to run forward in time from the initial hour to
the final hour. The forward approach has distinct advantages in solving
generator unit commitment. For example, if the start-up cost of a unit is a
function of the time it has been off-line (i.e., its temperature), then a forward
dynamic-program approach is more suitable since the previous history of the
unit can be computed at each stage. There are other practical reasons for going
forward. The initial conditions are easily specified and the computations can
go forward in time as long as required. A forward dynamic-programming
algorithm is shown by the flowchart in Figure 5.4.

The recursive algorithm to compute the minimum cost in hour K with
comblnatton I is, A

Foos K, I) = min [P (K, I) + S.oo(K — L, L: K, I) + F (K — 1, L)] (5.1)
(L)
where

Fo(K, I) = lcast total cost to arrive at state (K, I)
P (K, I) = production cost for state (K, I)
Seost(K — 1, L: K, I'= transition cost from state (K — 1, L) to state (K, I)

—

e,




START

t

FCOST (K, 1) = MIN [PCOST (K, |) + SCOST (K - 1, L: K, )]

{L}
| DO'FOR
X =ALLSTATES | IN—
PERIOD K

K=K+1

t

{L}= “N" FEASIBLE STATES IN
INTERVALK - 1

FCOST (K, I) = MIN [PCOST (K, I) +

s ;
SCOST(K - 1,L: K, 1) + FCOST (K - 1, L}]
]

DO FOR ALL X =
STATES | IN PERIOD K

/

SAVE N LOWEST
COST STRATEGIES

f

NO
—/ M, LAST HOUR ?

\\K:

;i lvEs
G '
\N% TRACE OPTIMAL SCHEDULE

y STOP
FIG. 54 Unit commitment via forward dynamic programming.

State (K, I) is the I" combination in hour K. For the forward dynamic-
programming approach, we define a strategy as the transition, or path, from

one state at a given hour to a state at the next hour.
Note that two new variables, X and N, have been introduced in Figure 5.4.

X = number of states to search each period

N = number of strategies, or paths, to save at each step



\/ﬁimal dispatch 'this 18 the state that the power system is ' Drior to"
may not be secure. ' T N A &
@ Post contingency: is the state of the power system after a contingen
~ occurred. We shall assume here that this condition has a security violati
(line or transformer beyond 1ts flow limit, or a bus voltage outside
limit). 5

e Secure dispatch: is the state of the system w1th no contingency outag
but with correctlons to the operating. p,arameters to ‘account for secur

"\

MR ESIAER

 violations. |
& S,Secure,post-contingency: is the state of the system when the contingeney
is applied to the base-operating condition—with corrections..

We shall illustrate the above with an example. Suppose the trivial power sy&
consisting of two generators, a load, and a double circuit line, is to be opers
with both generators supplying the load as shown below (ignore losses):

S—

500 MW 700 MW

Unit 1

OPTIMAL DISPATCH

We assume that the system as shown i

S0 MW from unit 1 and the 709-,M..“l from

Further, we assert ' that each 01rcu1t ~of the doble Cll‘CUIt line can can'ﬁ

e —

"



maximum OM so that therc isno loadmg problcm in the basc -operating
condmon T
Now, we shall p_g;;ulate that one of the two circuits making up the
— e ——
lragg_rggsgl_on on line has bee been opened becau§e of a failure. This results in

500 MW 700 MW

O A e v Q

Unit 1 5 it 2 4.

7500 MW (OVERLOAD) 1
>

1200 MW

\)C_,/ POST CONTINGENCY STATE

Now there ismcﬂo&mlh&-remaining—ci%cuﬂ We shall assume for this
example that we do not want this condition to arise an}i that we will correct
the condition by lowering the generation on unit 1 to 400 MW. The ﬁccure
dispatch is

400 MW 800 MW
: —  » 200MW :
Unit 1 : Unit 2
U i 3 1200 MW
AT SECURE DISPATCH

Now, if the same contingency analysis is done, the post-contingency condition is

400 MW 800 MW
: | a _—-—’- OMW \ :
Unit 1 - Unit2
1200 MW

SECURE POST CONTINGENCY STATE

By ag_]ustmg the generation on unit 1 and unit 2, we have prevented the
operating state from having an overl d Lhus is the essence

what is called “securitv correctiony”i Programs which can make control
adjustments to the base or pre- conlingency operation to prevent violations in
the post-contingency condltlons are called * securny -constrained optimal power
flows” or SCOPF. These programs can take account of many contingencies
and calculate adjustments to generator MW, generator voltages, transformer
taps, interchange, etcyWe shall show how the SCOPF is formed in Chapter 13.
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l}}//eﬁ'NTINGENCY ANALYSIS: DETECTION. OF NETWORK
~" PROBLEMS

We will briefly illustrate the kind of problems we have been describing by use
of the six-bus network used in Chapter 4. The base-case power flow results for
Example 4A are shown in Figure 11.1 and indicate a flow of 43.8 MW and

60?_M_\LA_I§95_ the line from bus 3 to bus 6. The limit on this line can be

expressed in MW or in MVA . For the purpose of this discussion, assume that
we are only interested in the MW loading on the line. Now let us ask what
Will happen if the transmission line from bus 3 to bus were (o open. The

resulting flows and voltages are shown in Figure 11.2. Note that the flow on
the line from bus 3 to bus 6 has increased to 54.9 MW and that most of the
other transmission linés also_experienced changes in flow. Note also that the

bus_voltage magnitudes changed, particularly at bus 5, which is now almost
3% below nominal. Figures 11.3 and 11.4 are examples of generator outages

and serve to illustrate the fact that generation outages can also resultin anges

in flows and voltages on a transmission network. In the example shown in
Figure 11.3, all _the generation lost from bus 3 is picked up on the generator
at bus 1. Figure 11.4 shows the casc when the loss of generation on bus 3 is
mﬂdc._ym;gp&rease. in generation at buses I and 2. Clearly, the differences

S

in flows and voltages show that _how the le‘L;‘&Eﬂ‘E’EﬁB.P.,iS_PECked up by the

emaining units is imporant.
[ the system being modeled is part of a large interconnected network, the
lostgeneration will be picked up by a !aigg__n_pmbcr of generating units outside

the system’s immediate control _areM When this happens, the pickup in
deneration is seen as an increase in over the tie lines to the neighboring
Syslems.‘g 0'model this, we can build a network model of our own system plus
an equivalent ‘network of our neighbor’s system and place the swing bus or
reference bus in the equivalent system. A generator outage is then modeled so
“that all Jost generation is picked up on-the swing bus, which then appears as
an increase on the tie flows, thus approximately modeling the generation loss

When interconnect 3 I however, the system of interest is not interconnected,

;'*hen\t_hc_lgs_s,,.g!_‘g._‘,_,k_gt_igp_ must be shown as a pickup in output on the other
 Beneration units within the system. An approximate method of doing this is
" Shown in Section 1137 :
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Bus 3
246.1kV (-4.3°
Bus 2
2415kV /(-37° | —= 29 29— 60.0 =<
-t—123 57 =<— 89.6 —<
—50.0 —=19.1
> 74.4 > 232 S
—>= 438 —42.8
33.) - —> 60.7 ——=>57.9
46,1 =4+ - 1.6
— 5.2 —=25.7 —>39
—=124 —>16.0
—>=15,5 —+>154
- 27.8
—>=128 70
Bus 1 ;L #
241.5kV (0° TR 70
—28. 231.0/-5.9°
i— 164 150—> Busb 59
18.0 —= —> 16
=497
o__. —>35.6 —=345
—+>=11.3 —+>135 | «—180
—=107.9 25'1
—= 16.0 -
—= 436 ~
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Bus 4 70. 70
- —425 226.7 (=5.3"
-<}—19.9
—=316 | <+—49 ——= MVAR
—==45.1 70.
70.
227.6kV /=4.2°

FIG. 11.1 Six-bus network base case AC power flow (see Exam

contingency analysis techniques

model single failure events (i.e., one-
multiple equipment failure events (i.e., two
line plus one generator, elc.),
outages” have been studied.

procedure checks all lines and voltages
f such a contingency analysis technique is sh

limits.
Figure 11.5.

he simplest t form o

f

are used. Contingency analysis p
_line outage or one-generator ou
transmission lines, one tramn
one after another in sequence until “all
(i-“or each outage tested, the contingency
in the network against their

ple 4A).

CONTINGENCY ANALYSIS: DETECTION OF NETWORK PROBLEMS
Bus 3 246.1kV /=3.0°

—=—60.0
Bus 2 <4687
2415kV /-3.4° | =—5.1 5.1 =— |
=107 - 41
O i/’
—_— m
—+=91.2 Bus 6
—=-54.9 —a=53.6
-—37.3 +64.6 Y —+=g0.3
- 491 959 —n5.9
— 22, —=>10,
—+>-16.2 T g2
—20.9—t>24.7
7070
-—26.0
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- 14.6 —>256 5.7
——-15.3
O—— —=38s5 —=370
——==21.7 —=220
—108.5
—+>29.8 =i
—s= 43.2
=i D047
=Bl
Bus4 —He7a
7070
219.3kV /-5.5°
- 421
-4—223

— 76 +=> 00

=355
—+>476

226.4kV ;-4.1°

FIG. 11.2 Six-bus network line outage case; line from bus 3 to bus 5 opened.

Bdk;

7070
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he most difficult methodological problem to cope with in contingency
b)]fszs is t MMWLLMMEH The most difficult logical
: em is the selection of “all credible outages:”

:}0 solve in 1 sec and several thousand outages were of concern, it would
. em%e to I h before all cases could be reporled Thb_wouldbemnfull[ the
Sem conditions did not change over that period of time. However, pow¢'

each outage case studied
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FIG. 114 Six-bus network generator outage case. Outage of generator on bus 3; lost
generation picked up on generator 1 and generator 2.

FI1G. 11.3  Six-bus network generator outage case. Qutage of generator on bus 3
generation picked up on generator 1.

systems are constantly undergoing changes and the operators usually need
know if the present operation of the system is safe, without waiting too 10

for the answer. Contingency analysis execution times of less than 1 min 10
several thqusand outage cases are typical of computer and analytical technol

as pf 1995.
One way. to gain speed of solution in a contingenc analysis

Use an approximate model of the pOWerssg ‘tcmﬁ%r many systems, the use of
load tlow mo: Tovides adequate capabili such systems, the voltage

Magnitudes may not be of great concern and the DC load flow _provides
ufﬁc‘.em_ accuracy with respect to the megawatt flows. /F or_other systems.
Voltage is a concern and full AC load flow analysis is required.

srocedure 15 €




( START )

i

SET SYSTEM MODEL
TO INITIAL CONDITIONS

1)

SIMULATE AN
OUTAGE OF GENERATOR i
USING THE SYSTEM MODEL

ANY LINE FLOWSY, YES DISPLAY
EXCEED LIMIT ALARM MESSAGE
NO ]
YES DISPLAY
Gy pus vouTaGER—= A mESSAGE
NOj ]
WLAST GENERATOR>
DONE
YES
¥
[e=1]
SIMULATE AN OUTAGE
OF LINE £ USING THE
SYSTEM MODEL
ANY LINE FLOWS \__YES DISPLAY
EXCEED LIMIT ALARM MESSAGE
NO | |
@W BUS VOLTAGES)—C> A il TR
OUTSIDE LIMITS

|

|
+-.,

NO
el LAST LINE DONE

YES

END

FIG. 11.5 Contingency analysis procedure.
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TABLE 5.2 ‘“Shut-down Rule” Derivation for Example 5B

Optimum Combination
Load Unit 1 Unit 2 Unit 3
1200 O
1200 On g: 02
1150 On o =
1100 On 0: o)
1050 On on
1000 On On o
950 On ] On o
900 On On o
850 On On o
800 On On 5
750 On On i
700 On On o
650 On On -
600 On Off e
550 On 4 Off -
500 h On Off

Figure 5.1b shows the unit commitm;nt schseciule derived from this shut-down
i the load curve of Figure 5.1a. e
2 ;; Sr;é! p\i::dh:ie only obeyed one simple constraint: Enough ut?_!gj_i]!duu-«he
committed to supply the load. If this wg;g_@;u_,thar. n 1 e u
Tﬁmm;‘tmen_t_-_ggg_lg_l_gh——@llg,t - is, just meeting the load—we oo, e g
stat¢ that the problem was “solved.” Unfortunately, other cons -
“phenomena must be taken into account in order to claim an opt y tion'
Q}se constraints will be discussed in jgg_nmgj;_om followed by a descript
of some of the presently used methods of solution. \

QP10

‘5(1./1 Constraints in Unit Commitment *

Many constraints can be placed on the unit f:on::ra}itment problem. Thz
presented here is by no means exhaustive. Each individu -system, power

reliabili i different rules on t
ol, re cil; and " so_forth, may_impose cent rules_on
o uling of units, depending on the generation makeup, load-curve cha

teristics, and such.
\—-—-—"h—h—._______

}}:,{ Spinning Reserve, *

Spinning reserve is the term used to d_es_cribg thf: total amount m%ztl;o :.
available from all units synchronized (i.e., spinning) on the system, min
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present load and losses being supplied. Spinning reserve must

ind be carried so that
the loss of one or more units does not cause too far a drop in system frequency
(see Chapter 9). Quite simply, if

€ unit is lost, there must be ample reserve
on the other units to make up for th i ecified time period.

Spinning reserve must be allocated to obey certain }ulcs, usually set by
regional reliability councils (in the United States) that specify how the reserve
is to be allocated_to various unitg, Typical rules-specify that reservé must be a
given percentage of forecasted peak demand, or that reserve mus:
oﬁa—akinwlh;mg_thmheﬂﬂy loaded unit in a given period of time.
Others calculate reserve requirements as a function of the probability of not
having sufficient gcneration to meet the load.

Not only must the reserve be sufficient to make up for a generation-unit
failure, but the reserves must be allocated among fast-responding units and
slow-responding units. This allows the automatic gencration control system
(see Chapter 9) to restore frequenc ' and interchange quickly in the event of a
generating-unit outage, TR T T A SR T

Beyond spinni ¢, the unj i rob
classes of “scheduled reserves” or “off-line™ reserves. These include quick-start
diesel or gas-turbine units as well as most hydro-units and pumped-storage
hydro-units that can be brought on-line, s /nchronized, and broug!!t_ up to full
capacity quicklyJAs such, these units can be “counted” in the overall reserve

assessment, as long as their time to come up to full capacity is taken into
account,

Reserves, finally, must be spread around the power sysitem to avoid
transmission system limitations (often calle ottling™ of reserves) and to—

allow various parts of the system to run as “islands,” should they become
electrically disconnected.

ious

EXAMPLE sC

Suppose a power system consisted of two isolated regions: a western region
and an eastern region. Five units, as shown in Figure 5.2

reserve in this system?
The data for the system in Figure 5.2 are given in Table 53. With the

exception of unit 4, the loss of any unit on this system can be covered by the
spinning reserve on the remaining units. Unit 4 presents a problem, however.



\

136 UNIT COMMITMENT

i 550 MW Units
Units
1. 2,nand 3 maximum 4 and 5

Western region Eastern region

FIG. 5.2 Two-region system.

TABLE 5.3 Data for the System in Figure 5.2

Regional
Unit Unit Genera- Regional  Inter-
Capécity Output tion Spinning Load changf
Region Unit (MW) (MW) (MW) Reserve (MW) (MW

W 1 1000 900 100 i
i 2 800 420 1740 380 1900 160 in
3 800 420 380
Eastern 4 1200 1040} ¥ 160 o gl o
5 600 310 3 290
Total 1-5 4400 3090 3090 1310 3090

be covered even though the entire system has ample reserves. The only ‘SOIUlID‘l'l
to this problem is to commit more units to operate in the eastern region.

5 Thermal Unit Constraints

Thermal units usually require a crew to operate them, especially when turned
on_and tlﬁé&_ off. A thermal unit can undergo only gradual ‘temperatl_.lre
chalt-l:lgé's:—aa:rl_his translates into a time period of some hours 1:equ1red to bring
the unit on-line. As a result of such restrictions in the operation of a thermal
plant,_{rarious constraints arise, such as:

e Minimum up time: once the unit is running, it should not be turned off
immediately. ‘ s

e Minimum down time: once the unit is decommitted, there is a minimum
time before it can be recommitted.
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® Crew constraints: if a plant consists of two or more units, they cannot

both be turned on at the same time since there are not enough crew

members to attend both units while starting up.

In addition, because the temperature and pressure of the thermal unit must
be moved slowly, a certain amount of energy must be expended to bri
unit on-line. This energy does not resutrin any generation from the unit

‘and is brought into the unit commitment problem as-a start-up cost.

- Thestart-up cost can vary from a maximum “cold-start™ vai.ue to a much
smaller value if the unit was only turned off recently and is still relatively close
to operating temperature. There are two approaches to treating a thermal unit
during its down period. The first allows the unit’s boiler to cool down and then
heat back up to operating temperature in time for a scheduled turn on. The
second (called banking) requires that sufficient energy be input to the boiler to
Just maintain operating temperature. The costs for the two can be compared
so that, if possible, the best approach: (cooling or banking) can be chosen.

Start-up cost when cooling = C,(1 — %) x F + C;
where

C. = cold-start cost (MBtu)

F = fuel cost

Cy = fixed cost (includes crew expense, maintenance expenses) (in R) 3
« = thermal time constant for the unit i
t = time (h) the unit was cooled

Start-up cost when banking = C, x ¢ x F + C;
where

C, = cost (MBtu/h) of maintaining unit at operating temperature

Up to a certain number of hours, the cost of banking will be less than the cost
of cooling, as is illustrated in Figure 5.3.

Finally, the capacity limits of thermal units may change frequently, due to

maintenance or unscheduled outages of various equipment in the plant; this
b i e S S

must also be taken into account in unit commitment.

5.;]‘( Other Constraints ¥

3.1.4.1 Hydro-Constraints

Unit commitment cannot be bompletely separated from the scheduling of
_L_'}{grq-ilgj_tf. In this text, we will assume that the hydrothermal scheduling (or
“coordination™) problem can be separated from the unit commitment problem.

AR iRl e 1. Sl :
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FIG. 53 Time-dependent start-up costs,

"

5.1.4.2 Must Run

Some units are given a_must-run status during certain times .n_f the year for
reason of voltage support on the transmission nemtork or for_such purposes
as supply of steam for uses outside the steam plant itself.

5.1.4.3 Fuel Constraints

We will treat the “fuel scheduling™ problem briefly in Chapter 6. A system in

which some units have limited fuel, or else have constraints that require th_e_lll__
to burn aspecified amount of fuel in a gi ven time, presents a most challenging

unit commitment problem.

w 52 UNIT COMMITMENT SOLUTION METHODS

The commitment problem can be very difficult. As a theoretical exercise, let us
postulate the following situation.

@ We must establish a loading pattern for M periods.

e We have N units to commit and dispatch.

® The M load levels and operating limits on the N units are suc}] tha_n any
one unit can supply the individual loads and that any combination of
units can also supply the loads.

Next, assume we are going to establish the commitment by enumeration
(brute force). The total number of combinations we need to try each hour is,

C(N, 1) + C(N.2)+ ... + C(N,N — 1) + C(N,N) = 2" — 1
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where C(N, j) is the combination of N items taken j at a time. That is,

L N!
B [(_NT}J_UJ

,”=1><2X3>.<.,.><j -

For the total period of M_intervals, the maximum number of possible
combinations is (2V — D™, which can become a horrid number to think
about. o

For example, take a 24-h period (e.g., 24 one-hour intervals) and consider
systems with 5, 10, 20, and 40 units. The value of (2V — 1)®* becomes the
following,

ol
N (2% _ )24
o 8.2 ¥ 1078
10 L.73 % 1072
20 3.2 x 1ot
40 (Too big)

These very large numbers are the upper bounds for the number of enumera-
tions required. Fortunately, the constraints on the units and the load-capacity
relationships of typical utilit ¥ systems are such that we do not approach these
large numbers. Nevertheless, the real practical barrier in the optimized unit
commitment problem is the high dimensionality of the possible solution
space.

The most talked-about techniques for the solution of the unit commitment
problem are:

® Priority-list schemes, 4
® Dynamic programming (DP), & . ]
® Lagrange relation (LR). Ny ( et i & aq@ -‘DM—"::-

/éfl/ Priority-List Methods

The simplest unit commitment solution method consists of crealing a_priority
st Hs. As we saw in Example 5B, a simple shut-down rule or priority-list
scheme could be obtained after an exhaustive enumeration of all unit combina-
tions at each load level, The priority list of Example 5B could he obtained in
@ much simpler manner by noting the full-load average production cost of each

unit, where the full-load average production cost is simply the net heat rate at
full lead multiplied by the fuel cost.



EXAMPLE 5D

p 1 i 5" i 5 . (U h f 1 costs
( ()]IS“ uct a prior 1t llSI !01’ the llllltS Of Exdmple A set .e same fue ,
a5 . ]

calculated:
Full Load :
Unit Average Production Cost (R fM_Wh)
9,79 *
; 948
3 11.188

i ion cost,
A strict priority order for these units, based on the average productio
would order them as follows:

Unit R/MWh Min MW Max MW
) 948 100 4}& ;
1 9.79 150 e

3 11.188 50

i i i i -up costs
and the commitment scheme would (lgno!'mg_mm up/down time, start-up costs,
etc.) simply use only the following combinations,

i

Min MW from Max MW from

Combination Combination Combination
24143 300 :%
2+1 250

2 100 400

T e
1

- sequence
Note that such a scheme would not completely parallel the sht;logo;;‘l?v se]qe:vmé
described in Example 5B, where unit 2 was §hut down atheid bayidiies s
unit 1. With the priority-list scheme, both umlfj would be
hed 400 MW, then unit | would be dropped. AL i
rea;*lh:st priority-list schemes are built around a s:mgii_sb_lit_-igwn algorithm
that might operate as follows. e
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_- ® Ateach hour when load is dropping, determine whether dropping the next
' unit on the priority list will leave sufficient generation to supply the load
plus spinning-reserve requirements. If not, continue operating as is; if yes,
€0 0n to the next step. 1
® Determine the number of hours, H, before the unit will be needed again.
That is, assuming that the load is dropping and will then 80 hack up some -
-hours later,
o If H is less than the minimum  shut-down time for the: unit, keep
commitment as is and go to last step; if not, £0 to next step,,~

® Repeat this entire procedure for the next unit on the priority list. If it is
also dropped, go to the next and so forth.

Various enhancements to the priority-list scheme can be made by grouping
of units to ensure that various constraints are met. We will note later that

dynamic-pmgramming methods usually create the same type of priority list for
use in the DP search.

f_'__‘__,_._-

522 Dynamic-Programming Solution
3.2.2.1 Introduction :
Dynamic programming has many advantages over the enumeration scheme,

the chief ngﬂﬂlﬁgﬂ—being_a_md_ugt_ion in the dimensionality of the problem,

Suppose we have found units in a.system and any combination of them could

servethe(single}oad. T be a maximum of 24 = | = 15 combinations

to test. However, if a strict priority order is imposed, there are only four
combinations to try:

Priority 1 unit

Priority 1 unit + Priority 2 unit

Priority 1 unit + Priority 2 unit + Priority 3 unit

Priority 1 unit + Priority 2 unit + Priority 3 unit + Priority 4 unit

The imposition of a priority list arranged in order of the full-load average-

Cost rate would result in a theoretically correct dispatch and commitment
only if



6

)

=~

X
\
?

M‘ACTORS AFFECTING POWER SYSTEM SECURITY

_As a consequence of many widespread blackouts in interconnected power.
systems, the priorities for operation of modern power systems have evolved t
the followmg f

LA Operate the system in such a way that @ower is delivered reliabl%

e Within the constraints placed on the system operation by ellabih
/conSIderatlons(t_lle system will be operated most econommdlly .'w"

The greater part of this book is devot Eo developisg mcthods to opc.
a power system to gain maximum economy}'But what-factors affect its operat
from a reliability standpoint? We will assime that the engineering groups
“have designed the power system’s trgnsmission and gencratlon systems
done so with reliability in mmd This 1‘1 s that ade ¢ generation has
to @Wsa&ed power Lo_the lo.id If the opcratxon of the system
on without sudden failures or without cxpcrlencmg unanticipated oper:
states, we would probably have no reliability problems| However, any p
eqmpment in the system can fail, either due to internal causes or due to exte
causes such as llghtnmg strikes, objects ﬁlttmg_t_@nsmlssmn towers, or hu
errors in setting relays! Ttis hlghly uneconomical, if not 1m§ossnl§[e, to b
power ‘system with so’much redundancy (i.e., extra transmission lines, res
generation, etc.) that failures never cause load to be dropped on a sy
Rather, (systems are designed so that the e probability of drop ping
acceptably_small. Thus, most power systems are designed to have su
?&%&aﬁo withstand all major f‘slure events, but this does not 2ua

thgt the system will be 100%, reliable \
Within the design and economlc limitations, it is the job of the oper
try to maximize the reliability of the system they have at any given time.
a power system is never operated with all equipment “in” (i.e., connec ed
failures occur or maintenance may require taking equipment out of
Thus, the operators play a considerable role in seeing that the s
reliable. i
In this chapter, we will not be concerned with all the events that can
trouble on a power system. Instead, we will concentrate on the p
consequences and remedial actions required by\two major types of



