Important Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the remaining blank pages.

50, will be treated as malpractice.

2. Any revealing of identification, appeal to evaluator and /or equations written eg, 42+8
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\*Explam the following components of artificial neural networks:

/A
&N
of \\

ote: Answer any FIVE full questions. .

Define concept learmng Explam concept learning task with. example (08 Marks)
Explain in detail candldate elimination algorithm using versioﬁ paces. (06 Marks)
Write down the version ace using candidate ellmlnatlog\afgorlthm taking the enjoy sports
concepts and training 1m1;cu‘ces given below: i~ \" /

Example | Sky | Air i?ém

\Humldlty Wind [:Water | Forecast | Enjoy sport

1 Sunny | Warm- Same Yes
2 Sunny | Warm Same Yes
3 Rainy Cold Change No
4 Sunny | Warm Change Yes

(06 Marks)

attribute values:
Outlook (Sunny, Rainy)
Temperature (Hot, Cool) ¢
Humidity (High, Normal). .
Wind (Strong, Weak) )
Dry | Outlook Tcmperature Humiditye],
D, '
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Play tennis
Yes

(10 Marks)
(10 Marks)

Explamthe prototyplcal genetic algorithm. Illustrate with gabil system.

). Perceptrons

i) Representational power of percenptrons 10 Marks)

Prove that posterior probability of hypothesis H (H is consistent with D) is inversely
proportionate to version space of H with respect to D by using bayes theorem. (05 Marks)
Explain MAP and ML hypothesis. (05 Marks)
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E‘élam Naive bayes classification with example. “(10}\Marks)
'pl“\ajp the probably approximately correct (PAC) learning model. 10 (10 Marks)
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Expla?\ig\‘}rl}f%take bound model for learning and apply it to find S-algorithm (10 Marks)
Explairt- ?c ity weighted linear regression. NV (10 Marks)
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Explain fustvg’giq ‘Horn clauses with example. (06 Marks)
Explain the K-nearéstneighbor learning with example. 5 (06 Marks)
List out various evaluation functions used in LEARN-ONE rule? Explain. (08 Marks)
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Differentiate between FQG‘@\hnd FOIL approach withrespect to hypothesis space search.
N> VN & (10 Marks)
Explain the following learning *t%chniques:
i) Deductive O
ii) Knowledge level learning '
iii) Inductive bias learning (10 Marks)
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