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1  Explain synchronous TDM along with data rate management strategies.  

 
[10]  CO2 L2 

2 (a) Four sources, each creating 250 characters per second have a character as the 

interleaved unit and 1 synchronizing bit is added to each frame. Find (1) data 

rate of each source (2) duration of each character in each source (3) frame rate 

(4) duration of each frame (5) no. of bits in each frame (6) data rate of the link. 

 

[6]  CO3 L3 

  (b) Two channels with bit rates of 100 kbps and 200 kbps are to be multiplexed. 

How can this be achieved? Calculate (1) frame rate (2) frame duration (3) bit 

rate of the link. 

 

[4] 

 
 CO3 L3 

3  What is spread spectrum? Explain FHSS and bandwidth sharing. [2+8]  CO3 L2 

 

  4 Explain in detail, switching at the data link layer. Also obtain an expression for 

total delay. 

 

[10]  CO3 L3 

5 (a) Explain simple parity check code with a neat diagram. 

 
[5]  CO3 L3 

  (b) Find the codeword at sender site using CRC, given data word is 101001111 and 

generator 10111. 

 

[5]  CO3 L3 

6 (a) List the steps undertaken by the sender and receiver for error detection using 

internet checksum method. 
[5]  CO3 L1 

   (b) Explain the algorithms for Fletcher and Adler checksums. 
[5] CO3 L3 

 7  Explain stop and wait protocol with appropriate diagrams.  [10] 
 CO3   L3 

 8 (a) Explain the frame format in HDLC protocol. 
   [6]  CO3 L2 

   (b) Explain transition phases of Point to Point Protocol.    [4] 

 
 CO3 L2 

 

  



1. Explain synchronous TDM along with data rate management strategies. (10 marks) 

Answer: 

 
 

 
 We can divide TDM into two different schemes: synchronous and statistical  

 In synchronous TDM, the data flow of each input connection is divided into units, where each input 

occupies one input time slot. A unit can be 1 bit, one character, or one block of data. Each input unit 

becomes one output unit and occupies one output time slot.  

 The duration of an output time slot is n times shorter than the duration of an input time slot. If an 

input time slot is T s, the output time slot is Tin s where n is the number of connections. In other 

words, a unit in the output connection has a shorter duration; it travels faster. 

 A round of data units from each input connection is collected into a frame . If we have n connections, 

frames divided into n time slots and one slot is allocated for each unit, one for each input line.  

 If the duration of the input unit is T, the duration of each slot is Tin and the duration of each frame is 

T. The data rate of the output link must be n times the data rate of a connection to guarantee the flow 

of data. 

 

 

 Time slots are grouped into frames. A frame consists of one complete cycle of time slots, with one 

slot dedicated to each sending device. In a system with n input lines, each frame has n slots, with 

each slot allocated to carrying data from a specific input line. 

 Interleaving - TDM can be visualized as two fast-rotating switches, one on the multiplexing side 

and the other on the demultiplexing side. The switches are synchronized and rotate at the same 

speed, but in opposite directions. On the multiplexing side, as the switch opens in front of a 

connection, that connection has the opportunity to send a unit onto the path. This process is called 

interleaving. On the demultiplexing side, as the switch opens in front of a connection, that 

connection has the opportunity to receive a unit from the path. 



 

 If a source does not have data to send, the corresponding slot in the output frame is empty. 

 

Data Rate Management 

Multilevel Multiplexing  

Multilevel multiplexing is a technique used when the data rate 

of an input line is a multiple of others. For example, in Figure 

6.19, we have two inputs of 20 kbps and three inputs of 40 

kbps. The first two input lines can be multiplexed together to 

provide a data rate equal to the last three. A second level of 

multiplexing can create an output of 160 kbps. 

 

 

Multiple-Slot Allocation  

Sometimes it is more efficient to allot more than one 

slot in a frame to a single input line. For example, 

we might have an input line that has a data rate that is 

a multiple  

of another input. In Figure 6.20, the input line with a 

50-kbps data rate can be given two slots in the 

output. We insert a serial-to-parallel converter in the 

line to make two inputs out of one. 

 

Pulse Stuffing  

Sometimes the bit rates of sources are not multiple integers of 

each other. Therefore, neither of the above two techniques can 

be applied. One solution is to make the highest input data rate 

the dominant data rate and then add dummy bits to the input 

lines with lower rates. This will increase their rates. This 

technique is called pulse stuffing, bit padding, or bit stuffing. 

The idea is shown in Figure 6.21. The input with a data rate of 

46 is pulse-stuffed to increase the rate to 50 kbps. Now multiplexing can take place. 

 

 

2. (a) Four sources, each creating 250 characters per second have a character as the interleaved unit and 1 

synchronizing bit is added to each frame. Find (1) data rate of each source (2) duration of each character in 

each source (3) frame rate (4) duration of each frame (5) no. of bits in each frame (6) data rate of the link. (6 

marks) 



Answer: 

 
 

(b) Two channels with bit rates of 100 kbps and 200 kbps are to be multiplexed. How can this be achieved? 

Calculate (1) frame rate (2) frame duration (3) bit rate of the link. (4 marks) 

Answer: 

 
 

 

3. What is spread spectrum? Explain FHSS and bandwidth sharing. (10 marks) 

Answer: 

 

 In spread spectrum, we also combine signals from different sources to fit into a larger bandwidth, 

but our goals are somewhat different. Spread spectrum is designed to be used in wireless 

applications (LANs and WANs). 

 In these types of applications, we have some concerns that outweigh bandwidth efficiency. In 

wireless applications, all stations use air (or a vacuum) as the medium for communication. 

Stations must be able to share this medium without interception by an eavesdropper and without 

being subject to jamming from a malicious intruder (in military operations, for example). 

 Spread spectrum achieves its goals through two principles:  

o 1. The bandwidth allocated to each station needs to be, by far, larger than what is needed. 

This allows redundancy.  

o 2. The expanding of the original bandwidth B to the bandwidth Bss must be done by a 

process that is independent of the original signal. In other words, the spreading process 

occurs after the signal is created by 

the source.  

 



 

 After the signal is created by the source, the spreading process uses a spreading code and spreads 

the bandwidth. The figure shows the original bandwidth B and the spreaded bandwidth Bss. The 

spreading code is a series of numbers that look random, but are actually a pattern.  

 There are two techniques to spread the bandwidth: frequency hopping spread spectrum (FHSS) 

and direct sequence spread spectrum (DSSS). 

 

Frequency Hopping Spread Spectrum (FHSS) 

 

 The frequency hopping spread spectrum 

(FHSS) technique uses M different 

carrier frequencies that are modulated 

by the source signal.At one moment, the 

signal modulates one carrier frequency; 

at the next moment, the signal 

modulates another carrier frequency. 

Although the modulation is done using 

one carrier frequency at a time, M 

frequencies are used in the long run. 

The bandwidth occupied by a source 

after spreading is BpHSS »B. 

 

 A pseudorandom code generator, called pseudorandom noise (PN), creates a k-bit pattern for every 

hopping period Th• The frequency table uses the pattern to find the frequency to be used for this 

hopping period and passes it to the frequency synthesizer. The frequency synthesizer creates a carrier 

signal of that frequency, and the source signal modulates the carrier signal. 

 

 Suppose we have decided to have eight hopping frequencies. In this case, M is 8 and k is 3. The 

pseudorandom code generator will create eight 

different 3-bit patterns. These are mapped to eight 

different frequencies in the frequency table.  

 

 The pattern for this station is 101, 111, 001, 000, 

010, all, 100. Note that the pattern is 

pseudorandom it is repeated after eight hoppings. 

This means that at hopping period 1, the pattern is 

101. The frequency selected is 700 kHz; the source 

signal modulates this carrier frequency. The second k-bit pattern selected is 111, which selects the 

900-kHz carrier; the eighth pattern is 100, the frequency is 600 kHz. After eight hoppings, the pattern 

repeats, starting from 101 again. 

 

 

 

 

 

 

 



 

 If there are many k-bit patterns and the hopping period is short, a sender and receiver can 

have privacy. If an intruder tries to intercept the transmitted signal, she can only access a 

small piece of data because she does not know the spreading sequence to quickly adapt 

herself to the next hop. The scheme has also an antijamming effect. A malicious sender may 

be able to send noise to jam the signal for one hopping period (randomly), but not for the 

whole period. 

Bandwidth Sharing 

 If the number of hopping frequencies is M, we can multiplex M channels into one by using 

the same Bss bandwidth. This is possible because a station uses just one frequency in each 

hopping period; M - 1 other frequencies can be used by other M - 1 stations. In other words, 

M different stations can use the same Bss if an appropriate modulation technique such as 

multiple FSK (MFSK) is used. 

 
 In FDM, each station uses 1/M of the bandwidth, but the allocation is fixed; in FHSS, each 

station uses 1/M of the bandwidth, but the allocation changes hop to hop. 

 

 

4. Explain in detail, switching at the data link layer. Also obtain an expression for total delay. (10 

marks) 

Answer: 

 

 At the data-link layer, we can have packet switching. Packet switching at the data-link layer is 

normally done using a virtual-circuit approach. 

 
 



 
 Addressing - two types of addressing are involved: global and local (virtual-circuit identifier). A 

source or a destination needs to have a global address—an address that can be unique in the scope 

of the network or internationally if the network is part of an international network. The identifier 

that is actually used for data transfer is called the virtual-circuit identifier(VCI) or the label. A 

VCI, unlike a global address, is a small number that has only switch scope; it is used by a frame 

between two switches. When a frame arrives at a switch, it has a VCI; when it leaves, it has a 

different VCI. 

 
 Three Phases - setup, data transfer, and teardown. 

1. Data-Transfer Phase  
To transfer a frame from a source to its destination, all switches need to have a table entry for 

this virtual circuit. The table, in its simplest form, has four columns. This means that the 

switch holds four pieces of information for each virtual circuit that is already set up. 

 
Figure shows a frame arriving at port 1 with a VCI of 14. When the frame arrives, the switch 

looks in its table to find port 1 and a VCI of 14. When it is found, the switch knows to change 

the VCI to 22 and send out the frame from port 3. 

The data-transfer phase is active until the source sends all its frames to the destination. The 

procedure at the switch is the same for each frame of a message. 



 

2. Setup Phase  
In the setup phase, a switch creates an entry for a virtual circuit. For example, suppose source 

A needs to create a virtual circuit to B. Two steps are required: the setup request and the 

acknowledgment. 

 A setup request frame is sent from the source to the destination. Figure 8.14 shows the 

process. 

 

 

 A special frame, called the acknowledgment frame, completes the entries in the switching 

tables. 



 

 

 

3. Teardown Phase  

In this phase, source A, after sending all frames to B, sends a special frame called a teardown 

request. Destination B responds with a teardown confirmation frame. All switches delete the 

corresponding entry from their tables. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



5. (a) Explain simple parity check code with a neat diagram. (5 marks) 

Answer: 

 
In this code, a k-bit data word is changed to an n-bit codeword where n = k + 1. The extra bit, called the parity 

bit, is selected to make the total number of 1s in the codeword even. The minimum Hamming distance for this 

category is dmin =2, which means that the code is a single-bit error-detecting code. 

 

 

 

 

 
 

 

(b) Find the codeword at sender site using CRC, given data word is 101001111 and generator 10111. (5 

marks) 

Answer: 

 



 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



6. (a) List the steps undertaken by the sender and receiver for error detection using internet checksum 

method. (5 marks) 

Answer: 

 

 
 

(b) Explain the algorithms for Fletcher and Adler checksums. (5 marks) 

Answer: 

 

Fletcher Checksum: 

 

 

 
 

 

 

 



Adler Checksum: 

 

 

 
 

 

7. Explain stop and wait protocol with appropriate diagrams. (10 marks) 

Answer: 

 

 

 

 



 

 

 
 

The next figure shows an example of this protocol. The first frame is sent and acknowledged. The second 

frame is sent, but lost. After time-out, it is resent. The third frame is sent and acknowledged, but the 

acknowledgment is lost. The frame is resent. However, there is a problem with this scheme. The network layer at 

the receiver site receives two copies of the third packet, which is not right. This can be corrected using sequence 

numbers and acknowledgment numbers. 

 



 
Sequence and Acknowledgment Numbers 

Duplicate packets, as much as corrupted packets, need to be avoided. To correct this, we need to add  

sequence numbers to the data frames and acknowledgment numbers to the ACK frames. However, 

numbering in this case is very simple. Sequence numbers are 0, 1, 0, 1, 0, 1, . . . ; the acknowledgment 

numbers can also be 1, 0, 1, 0, 1, 0, … In other words, the sequence numbers start with 0, the 

acknowledgment numbers start with 1. An acknowledgment number always defines the sequence number of 

the next frame to receive. 

 

 
 

 

 



8. (a) Explain the frame format in HDLC protocol. (5 marks) 

Answer: 

 

 

 

 
 

Control Field Format: 

 

 

 



 

 

   



 
 

 

(b). Explain transition phases of Point to Point Protocol. (5 marks) 

Answer: 
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Question 

# 
Description Marks Distribution Max 

Marks 

1 

Explain synchronous TDM along with data rate 

management strategies. 

 Diagram  

 Time slots, empty slots & frames + 

Interleaving + Framing bits 

 3 strategies 

 

2 M 

5 M 

3 M 

10 M 

2 

 

a) 

Four sources, each creating 250 characters per 

second have a character as the interleaved unit and 

1 synchronizing bit is added to each frame. Find (1) 

data rate of each source (2) duration of each 

character in each source (3) frame rate (4) duration 

of each frame (5) no. of bits in each frame (6) data 

rate of the link. 

  2 kbps 

 4 ms 

 250 frames per second 

 4 ms 

 33 

 8250 bps 

 

 

 

 

1 M * 6 

 

6 M 

10 M 

b) 

Two channels with bit rates of 100 kbps and 200 

kbps are to be multiplexed. How can this be 

achieved? Calculate (1) frame rate (2) frame 

duration (3) bit rate of the link. 

 Allocate 1 slot to 1
st
 channel and 2 slots to 

2
nd

 channel 

 100000 frames per second 

 10 ms 

 

 

 

 

1 M * 5 

 

4 M 



 300 kbps 
 

 

3 

What is spread spectrum? Explain FHSS and 

bandwidth sharing. 

 Why is SS needed + 2 principles 

 FHSS diagram 

 Explanation 

 Bandwidth sharing 
 

 

2 M 

2 M 

4 M 

2 M 

 

2 M + 8 M 
10 M 

4 

Explain in detail, switching at the data link layer. 

Also obtain an expression for total delay. 

 Virtual circuit switching – description 

 3 phases with necessary diagrams 

 Delay diagram + calculation 

 

 

2M 

2M+2M+2M 

2 M 

10 M 10 M 

5 

 

a) 

Explain simple parity check code with a neat 

diagram. 

 Block diagram 

 Explanation 

 

2.5 M 

2.5 M 
5 M 

10 M 

b) 

Find the codeword at sender site using CRC, given 

data word is 101001111 and generator 10111. 

 

 Finding no. of 0s to be appended to data word 

 Finding the augmented data word 

 Division 

 Getting the CRC 

 Obtaining the code word 

 

1 M * 5 5 M 

6 

a) 
List the steps undertaken by the sender and receiver 

for error detection using internet checksum method. 

 

 5 steps each at sender and receiver 
 

 

    1 M * 5 

 

5 M 

10 M 
b) 

Explain the algorithms for Fletcher and Adler 

checksums. 

 Fletcher checksum algorithm + explanation 

 Adler checksum algorithm + explanation 

 

2.5 M 

2.5 M 

 

5 M 



7 

Explain stop and wait protocol with appropriate 

diagrams. 

 Diagram + explanation 

 FSM for sender and receiver nodes 

 Description of sender and receiver states 

 Duplicate packets 

 Sequence and acknowledgement number + 

flow diagrams 

 

 

2 M 

2 M 

2 M 

1 M 

3 M 

 

10 M 10 M 

8 

a) Explain the frame format in HDLC protocol. 

 3 types of frames with structure 

 Control field format 

 

3 M 

2 M 

 

5 M 

10 M 
b) Explain transition phases of Point to Point Protocol.                        

 Transition phase diagram 

 Explanation 

 

 

3 M 

2 M 

 

5 M 

 


