
Scheme of Evaluation
Internal Assessment Test 3 – May.2019

Sub: System Modeling and Simulation Code: 15CS834

Date: 18/05/2019 Duration: 90mins
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Marks:
50 Sem: VIII Branch: ISE

Note: Answer Any Five Questions

Question
#

Description Marks Distribution Max
Marks

1a.
 Explanation about binomial and Uniform

distributions.
 Formulaes for pmf, mean, variance.

3 M

2 M
5 M

10 M

1b.
 Discrete random variable explanation
 Continuous random variable explanation

2.5 M

2.5M
5 M

2

Different steps in the useful model of input data:

 Collect data from the real system of interest
 Identify a probability distribution
 Choose parameters
 Evaluate the chosen distribution

along with explanation

2.5*4
10 M

10 M

3

Types of simulations w.r.t output analysis.

 Explanation of Terminating simulation with
examples

 Explanation of Non-Terminating simulation
with examples

5M

5M

10M

4

Characteristics of Queuing System:

 The Calling Population explanation
 System Capacity
 Arrival process
 Queue behavior and Queue Discipline
 Service Time and Service Mechanism

Queuing Notations

8M

(2+1+1+2+2)

2M

10 M 10 M

5

a)

Four methods to select input model without data:
i)Engineering data
ii) Expert Option
iii) Physical or Conventional Limitations
iv)The nature of Process
along with explanation

1.5*4M
6 M

10 M

b)

Types of Time-series input models:
i) AR(1) Model
ii) EAR(1) Model

along with Explanation.

2M

2M 4M



6

 Finding a1,a2……a7
 Finding E0 to E11
 Finding observed values

 Chi-Square test table
 Justification of Acceptance/Rejection

1 M

1M

2M

5M
1M

10 M 10 M

7

 Poisson variate calculation P(0),P(1),…P(11)
 Finding E0 to E11

 Chi-Square test table
 Justification of Acceptance/Rejection

1 M

1M

6M

2M

10 M 10 M

Internal Assessment Test 3 Solutions– May.2019

Sub: System Modeling and Simulation Code: 15CS834

Date: 20/05/2019 Duration: 90mins
Max

Marks: 50 Sem: VIII Branch: ISE

Note: Answer Any Five Questions

1. Explain: i) Binomial Distribution     ii)Uniform Distribution
Solution:

i)Binomial Distribution
The no of successes in n Bernoulli trials is said to follow binomial distribution.

P(x) = (n) px qn-x for x=0,1,2,….n
Mean: E(x) = np
Variance : V(x) = npq

ii)Uniform Distribution
In probability theory and statistics, the continuous uniform distribution or rectangular distribution is
a family of symmetric probability distributions such that for each member of the family, all intervals of
the same length on the distribution's support are equally probable. The support is defined by the two
parameters, a and b, which are its minimum and maximum values.

Pdf : f(x) = 1/b-a , a<x<b
Cdf : F(x) = x-a/b-a , a<x<b
Mean: E(x) = a+b/2
Variance: v(x) = (b-a)²/12

1.b. Explain Discrete and continuous random variable with an example.
Solution:
Discrete Random Variables

 X is a discrete random variable if the number of possible values of X is finite, or countably
infinite.

Example: Consider jobs arriving at a job shop.

Let X be the number of jobs arriving each week at a job shop.
Rx= possible values of X (range space of X) = {0,1,2,…}

p(xi) = probability the random variable is xi isP(X=xi), i = 1,2, … must satisfy:
1. p( xi) ≥ 0, for all i
2.∑ p( xi ) = 1



The collection of pairs [xi, p(xi)], i = 1,2,…, is called the probability distribution of X, and p(x) is called
the probability mass function (pmf) of X.
Continuous Random Variables
X is a continuous random variable if its range space R is an interval or a collection of intervals.
The probability that X lies in the interval [a,b] is given by:
b
∫P(a = X = b) = f (x)dx
a
f(x), denoted as the pdf of X, satisfies:
1. f (x) = 0 , for all x in R
2. f (x)dx = 1
3. f (x) = 0, if x is not in R

2. Explain different steps in the development of a useful model of input data
Solution:



3. Explain the types of simulation w.r.t output analysis
Solution:



4. Explain the characteristics of queuing system. Briefly explain queuing notations







5.a.Explain four methods of selecting input models without data
Solution:



5.b)Explain the types of time series input models.
Solution:





6) Chi-Square test for continuous data
Solution:

 Finding P value
- P=1/k = 1/6 = 0.1667

 Finding Expected Values
- Ei=nPi=50*0.1667 = 8.33

 Finding A0,A1,….values
Ai=-1/λln(1-iP)

A0=-1/1.206(1-0*0.1667)=0



A1=-1/1.206ln(1-1*0.1667) = 0.1512
A2= -1/1.206 ln(1-2*0.1667) = 0.3362
A3= -1/1.206 ln(1-3*0.1667) = 0.5749
A4= -1/1.206 ln(1-4*0.1667) = 0.9112
A5 = -1/1.206 ln(1-5*0.1677) = 1.4865

 Chi-square table
Interval Oi Ei Oi-Ei (Oi-Ei)2 (Oi-

Ei)2/Ei
0- 0.1512 6 8.33 2.33 5.428 0.6517

0.1512 -
0.3362

6 8.33 2.33 5.428 0.6517

0.3362 -
0.5749

10 8.33 1.67 2.788 0.334

0.5749 -
0.9112

7 8.33 1.33 1.768 0.2123

0.9112 -
1.4865

5 8.33 3.33 11.088 1.331

1.4865 - ∞ 16 8.33 7.67 58.82 7.0622

Total
10.24

 Justification of acceptance
- 10.24 > 9.49 so the data given are rejected.

7) Chi-Square test for discrete data
Solution:
For Poisson distribution P(x) = e-ααx / x! for x=0,1,2,…..

Compute P(0),P(1),P(2),……P(11) as follows
P(0)= e-3.64(3.64)0 / 0! = 0.026
P(1)= e-3.64(3.64)1 / 1! = 0.096
P(2)= e-3.64(3.64)2 / 2! = 0.174
P(3)= e-3.64(3.64)3 / 3! = 0.211
……till P(11) as follows

Chi-square test Table



Here X2
α,K-S-1 = 7-1-1 =5

K = No of intervals divided, S= No of parameters estimated i.e only α is given
X2

0.05,5 = 11.1
 Justification of acceptance

The computed value 27.61 > 11.1 so the hypothesis is rejected


