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OBE 

CO RBT 

1(a) Distinguish between feedforward and recurrent neural network. [05] CO2 L2 

1(b) What do you mean by Crisp logic, predicate logic and fuzzy logic? [05] CO4 L2 

2 Compare single layered and multi-layer perceptron. Also discuss about on what 

aspects multi-layer perceptrons are advantages over single layer perceptron. 

[10] CO2 L2 

3 Write short notes on learning rules of neural network. Explain the back 

propagation algorithm with relevant sketches and flowchart. 

[10] CO2 L3 

4 Fuzzy sets A and B are defined in the interval, X = [0, 1, … 10] of real numbers 

by the membership functions µA(X)=x/(x+2), µB(X)=2-x. Obtain the output of 

the following fuzzy set operations. 

i) BA  ii) BA iii) A  iv) B  

[10] CO4 L3 

5 Illustrate the different types of membership function used in fuzzy expert 

system with suitable diagram. 

[10] CO4 L3 

6 

 
What do you mean by λ-cut for fuzzy sets? Analyze how the λ-cut relation 

for λ = 0.2, 0.4, 0.7 and 0.9 varies for the given fuzzy relation, R. 
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7 Explain in detail about Fuzzy composition and decomposition. Find the 

relation R(X,Z) for the fuzzy matrices using max-min composition and max-

product composition. 
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[10] CO4 L3 



1(a) Distinguish between feedforward and recurrent neural network. 

Ans 

 
1(b) What do you mean by Crisp logic, predicate logic and fuzzy logic? 

Ans 

 



 
2 Compare single layered and multi-layer perceptron. Also discuss about on what aspects 

multi-layer perceptrons are advantages over single layer perceptron. 
Ans 

 



 
 

Advantages of Multi-layer network than Single layer Network:  

 

1. Adaptive learning: An ability to learn how to do tasks based on the data given 

for training or initial experience.  

2. One of the preferred techniques for gesture recognition.  

3. MLP/Neural networks do not make any assumption regarding the underlying 

probability density functions or other probabilistic information about the 

pattern classes under consideration in comparison to other probability based 

models.  

4. They yield the required decision function directly via training.  

5. A two layer backpropagation network with sufficient hidden nodes has been 

proven to be a universal approximator. 
3 Write short notes on learning rules of neural network. Explain the back propagation 

algorithm with relevant sketches and flowchart. 

Ans 

 



 

 



 



 

 



 

 

4 Fuzzy sets A and B are defined in the interval, X = [0, 1, … 10] of real numbers by the 

membership functions µA(X)=x/(x+2), µB(X)=2-x. Obtain the output of the following 

fuzzy set operations. 

i) BA  ii) BA iii) A  iv) B  



Ans 

 

 

5 Illustrate the different types of membership function used in fuzzy expert system with 

suitable diagram. 

Ans Different types of Membership functions: 

 Triangular waveform 

 Trapezoidal waveform 

 Gaussian waveform 

 Bell-shaped waveform 

 Sigmoidal waveform and  

 S-curve waveform 

Selection of Membership function: 

 For those systems that need significant dynamic variation in a short period of time,  

 a triangular or trapezoidal waveform should be utilized. 

 For those system that need very high control accuracy,  

                     a Gaussian or S-curve waveform should be selected. 

Various forms of MF: 

 Membership functions can be symmetrical or asymmetrical.  



 They are typically defined on one-dimensional universes, or on multidimensional 

universes.  

 For example, the membership functions shown here are one-dimensional curves.  

 In two dimensions these curves become surfaces and for three or more dimensions 

these surfaces become hyper surfaces. 

Types of Membership functions: 

 

6 What do you mean by λ-cut for fuzzy sets? Analyze how the λ-cut relation for λ = 

0.2, 0.4, 0.7 and 0.9 varies for the given fuzzy relation, R. 
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Ans Alpha Cut – Definition: 



 

 



 

7 Explain in detail about Fuzzy composition and decomposition. Find the relation 

R(X,Z) for the fuzzy matrices using max-min composition and max-product 

composition. 
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Ans Fuzzy composition:  



 

Fuzzy decomposition:  

 

Max-min Composition:  



 

 

 

Max-Product composition: 
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