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 Module-1 
1 a. Explain with neat diagram the Evolution of storage Architecture. (06 Marks) 
 
EVOLUTION OF STORAGE ARCHITECTURE 
 
Organizations had centralized computers (mainframes) and information storage devices (tape reels and disk             
packs) in their data center. The evolution of open systems, their afford ability, and ease of deployment made it                   
possible for business units/departments to have their own servers and storage. There are two storage architectures 
 

1. Server-Centric storage architecture 
2. Information-centric storage architecture 
 
The diagrams below show the two types of storage architectures. 

 
 
Sl. 
No. 

Server Centric Storage Architecture Information Centric Storage Architecture 

1 Storage is internal to the server. These       
storage devices could not be shared with       
any other servers. 

Storage devices are managed centrally and      
independent of servers. These    
centrally-managed storage devices are shared     
with multiple servers. 

2 limited number of storage devices The capacity of shared storage can be increased        
dynamically by adding more storage devices. 

3 Any administrative tasks, such as     
maintenance of the server or increasing 
storage capacity, might result in     
unavailability of information. 

Increasing storage capacity is possible without      
impacting information availability. 

4 An increase in the number of servers       
resulted in unprotected, unmanaged,    
fragmented islands of information and     
increased capital and operating expenses. 

information management is easier and     
cost-effective. 

 
 
 
 
 
 
 



 
 
  

   b. Discuss core Elements of Data center and key characteristics of Data center (10 Marks) 
 
CORE ELEMENTS OF A DATA CENTER 
 
Five core elements are essential for the functionality of a data center: 
 

1. Application: A computer program that provides the logic for computing operations. 
 

2. Database management system (DBMS): Provides a structured way to store data in            
logically organized tables that are interrelated. 
 



3. Host or compute: A computing platform (hardware, firmware, and software) that runs            
applications and databases. 
 

4. Network: A data path that facilitates communication among various networked devices. 
 

5. Storage: A device that stores data persistently for subsequent use 
 

The figure below shows an example of an online order transaction system that involves the five                
core elements of a data center and illustrates their functionality in a business process. 
 

 
 

● A customer places an order through a client machine connected over a LAN/WAN to a               
host running an order-processing application.  
 

● The client accesses the DBMS on the host through the application to provide             
order-related information, such as the customer name, address, payment method, products           
ordered, and quantity ordered. 
 

● The DBMS uses the host operating system to write this data to the physical disks in the                 
storage array.  
 

● The storage networks provide the communication link between the host and the storage             
array and transports the request to read or write data between them.  
 

● The storage array, after receiving the read or write request from the host, performs the               
necessary operations to store the data on physical disks. 

 
 
 
 
 
 
 



KEY CHARACTERISTICS OF A DATA CENTER 
 

● Uninterrupted operation of data centers is critical to the survival and success of a              
business. 

● Organizations must have a reliable infrastructure that ensures that data is accessible at all              
times.  

● The following are the key characteristics of Data Center 
 

1. Availability: A data center should ensure the availability of information when required.            
Unavailability of information could cost millions of dollars per hour to businesses, such             
as financial services, telecommunications, and e-commerce. 
 

2. Security: Data centers must establish policies, procedures, and core element integration           
to prevent unauthorized access to information. 
 

3. Scalability: Business growth often requires deploying more servers, new applications,          
and additional databases. Data center resources should scale based on requirements,           
without interrupting business operations. 
 

4. Performance: All the elements of the data center should provide optimal performance            
based on the required service levels. 
 

5. Data integrity: Data integrity refers to mechanisms, such as error correction codes or             
parity bits, which ensures that data is stored and retrieved exactly as it was received. 
 

6. Capacity: Data center operations require adequate resources to store and process large            
amounts of data, efficiently. When capacity requirements increase, the data center must            
provide additional capacity without interrupting availability or with minimal disruption.          
Capacity may be managed by reallocating the existing resources or by adding new             
resources. 
 

7. Manageability: A data center should provide easy and integrated management of all its             
elements. Manageability can be achieved through automation and reduction of human           
(manual) intervention in common tasks. 

 
The figure below shows the key characteristics of a Data Center 



 
 
 

2 a. Describe with neat block diagram the components of Intelligent storage system (08 Marks) 
 
COMPONENTS OF AN INTELLIGENT STORAGE SYSTEM 
 
An intelligent storage system consists of four key components:  

1. front end 
2. cache 
3. back end 
4. physical disks 

 
● Figure 4-1 illustrates these components and their interconnections.  
● An I/O request received from the host at the front-end port is processed through cache               

and back end, to enable storage and retrieval of data from the physical disk.  
● A read request can be serviced directly from cache if the requested data is found in the                 

cache.  
● In modern intelligent storage systems, front end, cache, and back end are typically             

integrated on a single board (referred to as a storage processor or storage controller). 
 



 
 
1. FRONT END 

● The front end provides the interface between the storage system and the host.  
● It consists of two components:  

○ front-end ports and  
○ front-end controllers.  

 
● Typically a front end has redundant controllers for high availability, and each controller             

contains multiple ports that enable large numbers of hosts to connect to the intelligent              
storage system.  

● Each front-end controller has processing logic that executes the appropriate transport           
protocol, such as Fibre Channel, iSCSI, FICON, or FCoE for storage connections. 

● Front-end controllers route data to and from cache via the internal data bus. When the               
cache receives the write data, the controller sends an acknowledgment message back to             
the host. 
 

2. CACHE 
● Cache is semiconductor memory where data is placed temporarily to reduce the time             

required to service I/O requests from the host. 
● Cache improves storage system performance by isolating hosts from the mechanical           

delays associated with rotating disks or hard disk drives (HDD).  
● Rotating disks are the slowest component of an intelligent storage system. Data access on              

rotating disks usually takes several milliseconds because of seek time and rotational            
latency. 

● Accessing data from cache is fast and typically takes less than a millisecond. On              
intelligent arrays, write data is first placed in cache and then written to disk. 

 
STRUCTURE OF CACHE 



● Cache is organized into pages. 
● Page is the smallest unit of cache allocation.  
● The size of a cache page is configured according to the application I/O size.  
● Cache consists of the data store and tag RAM.  

 
Data Store: 

● The data store holds the data. 
 

Tag RAM: 
● The tag RAM tracks the location of the data in the data store (see Figure 4-2) and in the                   

disk. 
 

 
 
 

● Entries in tag RAM indicate where data is found in cache and where the data belongs on                 
the disk.  

● Tag RAM includes a dirty bit flag, which indicates whether the data in cache has been                
committed to the disk. It also contains time-based information, such as the time of last               
access, which is used to identify cached information that has not been accessed for a long                
period and may be freed up. 

 
READ OPERATION WITH CACHE 

● When a host issues a read request, the storage controller reads the tag RAM to determine                
whether the required data is available in cache.  

● If the requested data is found in the cache, it is called a read cache hit or read hit and                    
data is sent directly to the host, without any disk operation (see Figure 4-3 [a]). 

● This provides a fast response time to the host (about a millisecond).  



● If the requested data is not found in cache, it is called a cache miss and the data must be                    
read from the disk (see Figure 4-3 [b]).  

● The back end accesses the appropriate disk and retrieves the requested data.  
● Data is then placed in cache and finally sent to the host through the front end.  
● Cache misses increase the I/O response time. 

 
 
 
 

 
 
 

● A prefetch or read-ahead algorithm is used when read requests are sequential. 
● In a sequential read request, a contiguous set of associated blocks is retrieved. 
● Several other blocks that have not yet been requested by the host can be read from the                 

disk and placed into cache in advance. 



● When the host subsequently requests these blocks, the read operations will be read hits.              
This process significantly improves the response time experienced by the host. 

● The intelligent storage system offers fixed and variable prefetch sizes.  
● In fixed prefetch, the intelligent storage system prefetches a fixed amount of data. It is               

most suitable when host I/O sizes are uniform.  
● In variable prefetch, the storage system prefetches an amount of data in multiples of the               

size of the host request. Maximum prefetch limits the number of data blocks  
that can be prefetched to prevent the disks from being rendered busy with prefetch at the                
expense of other I/Os. 

● Read performance is measured in terms of the read hit ratio, or the hit rate, usually                
expressed as a percentage.  

● The hit ratio is the number of read hits with respect to the total number of read                 
requests. A higher read hit ratio improves the read performance. 

 
WRITE OPERATION WITH CACHE 

● Write operations with cache provide performance advantages over writing directly to           
disks.  

● When an I/O is written to cache and acknowledged, it is completed in far less time (from                 
the host’s perspective) than it would take to write directly to disk.  

● Sequential writes also offer opportunities for optimization because many smaller writes           
can be merged for larger transfers to disk drives with the use of cache.  
 

● A write operation with cache is implemented in the following ways: 
 

○ Write-back cache:  
■ Data is placed in cache and an acknowledgment is sent to the host             

immediately. Later, data from several writes are committed (de-staged) to          
the disk.  

■ Write response times are much faster because the write operations are           
isolated from the mechanical delays of the disk. However, uncommitted          
data is at risk of loss if cache failures occur. 

 
○ Write-through cache:  

■ Data is placed in the cache and immediately written to the disk, and an              
acknowledgment is sent to the host.  

■ Because data is committed to disk as it arrives, the risks of data loss are               
low, but the write-response time is longer because of the disk operations. 

Cache Bypass: 
● Cache can be bypassed under certain conditions, such as large size write I/O.  
● In this implementation, if the size of an I/O request exceeds the predefined size, called               

write aside size, writes are sent to the disk directly to reduce the impact of large writes                 
consuming a large cache space.  

● This is particularly useful in an environment where cache resources are constrained and             
cache is required for small random I/Os. 

  



 
3. BACK END 

● The back end provides an interface between cache and the physical disks. 
● It consists of two components:  

○ back-end ports and  
○ back-end controllers.  

● The back-end controls data transfers between cache and the physical disks.  
● From cache, data is sent to the back end and then routed to the destination disk. 
● Physical disks are connected to ports on the back end.  

 
 
 

● The back-end controller communicates with the disks when performing reads and writes            
and also provides additional, but limited, temporary data storage.  

● The algorithms implemented on back-end controllers provide error detection and          
correction, along with RAID functionality.  

● For high data protection and high availability, storage systems are configured with dual             
controllers with multiple ports. Such configurations provide an alternative path to           
physical disks if a controller or port failure occurs.  

● This reliability is further enhanced if the disks are also dual-ported. In that case, each disk                
port can connect to a separate controller.  

● Multiple controllers also facilitate load balancing. 
 
4. PHYSICAL DISK 
 

● Physical disks are connected to the back-end storage controller and provide persistent            
data storage.  



● Modern intelligent storage systems provide support to a variety of disk drives with             
different speeds and types, such as FC (Fibre Channel), SATA (Serial Advanced            
Technology Attachment), SAS (Serial Attached SCSI), and flash drives.  

● They also support the use of a mix of flash, FC, or SATA within the same array. 
 
   b. With diagram explain different RAID Techniques. (08 Marks) 

 
RAID TECHNIQUES 
 
Different RAID techniques are 

1. Striping 
2. Mirroring 
3. Parity  

 
1. STRIPING 

● Striping is a technique to spread data across multiple drives (more than one) to use the                
drives in parallel.  

● All the read-write heads work simultaneously, allowing more data to be processed in a              
shorter time and increasing performance, compared to reading and writing from a single             
disk. 

● Within each disk in a RAID set, a predefined number of contiguously addressable disk              
blocks are defined as a strip.  

● The set of aligned strips that spans across all the disks within the RAID set is called a                  
stripe. 

● The below figure shows physical and logical representations of a striped RAID set. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 

 
● Strip size (also called stripe depth) describes the number of blocks in a strip and is the                 

maximum amount of data that can be written to or read from a single disk in the set,                  
assuming that the accessed data starts at the beginning of the strip. 

● All strips in a stripe have the same number of blocks.  
● Having a smaller strip size means that data is broken into smaller pieces while spread               

across the disks. 
● Stripe size is a multiple of strip size by the number of data disks in the RAID set. For                   

example, in a five disk striped RAID set with a strip size of 64 KB, the stripe size is 320                    
KB(64KB X 5). Stripe width refers to the number of data strips in a stripe.  

● Striped RAID does not provide any data protection unless parity or mirroring is used. 
 
2. MIRRORING 

● Mirroring is a technique whereby the same data is stored on two different disk drives,               
yielding two copies of the data.  

● If one disk drive failure occurs, the data is intact on the surviving disk drive as shown in                  
the figure below and the controller continues to service the host’s data requests from the               
surviving disk of a mirrored pair. 

 
● When the failed disk is replaced with a new disk, the controller copies the data from the                 

surviving disk of the mirrored pair. 



● This activity is transparent to the host. In addition to providing complete data              
redundancy, mirroring enables fast recovery from disk failure. However, disk mirroring           
provides only data protection and is not a substitute for data backup.  

● Mirroring constantly captures changes in the data, whereas a backup captures           
point-in-time images of the data.  

● Mirroring involves duplication of data — the amount of storage capacity needed is twice              
the amount of data being stored. Therefore, mirroring is considered expensive and is             
preferred for mission-critical applications that cannot afford the risk of any data loss.  

● Mirroring improves read performance because read requests can be serviced by both            
disks. 

● However, write performance is slightly lower than that in a single disk because each              
write request manifests as two writes on the disk drives.  

● Mirroring does not deliver the same levels of write performance as a striped RAID. 
 
3. PARITY 

● Parity is a method to protect striped data from disk drive failure without the cost of                
mirroring.  

● An additional disk drive is added to hold parity, a mathematical construct that allows              
recreation of the missing data.  

● Parity is a redundancy technique that ensures protection of data without maintaining a             
full set of duplicate data.  

● Calculation of parity is a function of the RAID controller. Parity information can be              
stored on separate, dedicated disk drives or distributed across all the drives in a RAID set.  

● Figure below shows a parity RAID set.  
● The first three disks, labeled “Data Disks,” contain the data.  
● The fourth disk, labeled “Parity Disk,” stores the parity information, which, in this case,              

is the sum of the elements in each row.  
● Now, if one of the data disks fails, the missing value can be calculated by subtracting the                 

sum of the rest of the elements from the parity value.  

 
 



● Here, for simplicity, the computation of parity is represented as an arithmetic sum of the               
data.  

● However, parity calculation is a bitwise XOR operation as shown in the figure blow. 
 
 
 
 
 
 
 
 
 
 
 
 
 

● Compared to mirroring, parity implementation considerably reduces the cost associated          
with data protection.  

● Consider an example of a parity RAID configuration with five disks where four disks              
hold data, and the fifth holds the parity information. In this example, parity requires only               
25 percent extra disk space compared to mirroring, which requires 100 percent extra disk              
space. 
 

Disadvantages of using parity: 
● Parity information is generated from data on the data disk. Therefore, parity is             

recalculated every time there is a change in data. This recalculation is time-consuming             
and affects the performance of the RAID array. 

● For parity RAID, the stripe size calculation does not include the parity strip. 
● For example in a five (4 + 1) disk parity RAID set with a strip size of 64 KB, the stripe                     

size will be 256 KB (64 KB ¥ 4). 
  

 
Module-2 

3 a. Explain with a neat diagram the components of Fiber Channels (FC) storage Area Networks. (08                 
Marks) 

Components of FC SAN 
 
FC SAN is a network of servers and shared storage devices. Servers and storage are the                
endpoints or devices in the SAN (called nodes). FC SAN infrastructure consists of node ports,               
cables, connectors, and interconnecting devices (such as FC switches or hubs), along with             
SAN management software. 
 
 
 



Node Ports 
In a Fibre Channel network, the end devices, such as hosts, storage arrays, and tape libraries, are                 
all referred to as nodes. Each node is a source or destination of information. Each node requires                 
one or more ports to provide a physical interface for communicating with other nodes. These               
ports are integral components of host adapters, such as HBA, and storage front-end controllers or               
adapters. In an FC environment a port operates in full-duplex data transmission mode with a               
transmit (Tx) link and a receive (Rx) link. 
 

 
 
Cables and Connectors 
SAN implementations use optical fiber cabling. Copper can be used for shorter distances for              
back-end connectivity because it provides an acceptable signal-to-noise ratio for distances up to             
30 meters. Optical fiber cables carry data in the form of light. There are two types of optical                  
cables: multimode and single-mode. Multimode fiber (MMF) cable carries multiple beams of            
light projected at different angles simultaneously onto the core of the cable (see Figure 5-4 [a]).                
Based on the bandwidth, multimode fibers are classified as OM1 (62.5μm core), OM2 (50μm              
core), and laser-optimized OM3 (50μm core). In an MMF transmission, multiple light beams             
traveling inside the cable tend to disperse and collide. This collision weakens the signal strength               
after it travels a certain distance — a process known as modal dispersion. An MMF cable is                 
typically used for short distances because of signal degradation (attenuation) due to modal             
dispersion. Single-mode fiber (SMF) carries a single ray of light projected at the center of the                
core (see Figure 5-4 [b]). These cables are available in core diameters of 7 to 11 microns; the                  
most common size is 9 microns. In an SMF transmission, a single light beam travels in a straight                  
line through the core of the fiber. The small core and the single light wave help to limit modal                   



dispersion. Among all types of fiber cables, single-mode provides minimum signal attenuation            
over maximum distance (up to 10 km). A single-mode cable is used for long-distance cable runs,                
and distance usually depends on the power of the laser at the transmitter and sensitivity of the                 
receiver. 
 

 
 
MMFs are generally used within data centers for shorter distance runs, whereas SMFs are used               
for longer distances. A connector is attached at the end of a cable to enable swift connection and                  
disconnection of the cable to and from a port. A Standard connector (SC) (see Figure 5-5 [a]) and                  
a Lucent connector (LC) (see Figure 5-5 [b]) are two commonly used connectors for fiber optic                
cables. Straight Tip (ST) is another fiber-optic connector, which is often used with fiber patch               
panels (see Figure 5.5 [c]). 
 

 
 
Interconnect Devices 
FC hubs, switches, and directors are the interconnect devices commonly used in FC SAN. 
 
Hubs are used as communication devices in FC-AL implementations. Hubs physically connect            
nodes in a logical loop or a physical star topology. All the nodes must share the loop because                  



data travels through all the connection points. Because of the availability of low-cost and              
high-performance switches, hubs are no longer used in FC SANs. 
 
Switches are more intelligent than hubs and directly route data from one physical port to another.                
Therefore, nodes do not share the bandwidth. Instead, each node has a dedicated communication              
path.  
 
Directors are high-end switches with a higher port count and better fault-tolerance capabilities.             
Switches are available with a fixed port count or with modular design. In a modular switch, the                 
port count is increased by installing additional port cards to open slots. The architecture of a                
director is always modular, and its port count is increased by inserting additional line cards or                
blades to the director’s chassis. High-end switches and directors contain redundant components            
to provide high availability. Both switches and directors have management ports (Ethernet or             
serial) for connectivity to SAN management servers. 
A port card or blade has multiple ports for connecting nodes and other FC switches. Typically, a                 
Fibre Channel transceiver is installed at each port slot that houses the transmit (Tx) and receive                
(Rx) link. In a transceiver, Tx and Rx links share common circuitry. Transceivers inside a port                
card are connected to an application specific integrated circuit, also called port ASIC. 
Blades in a director usually have more than one ASIC for higher throughput. 
 
SAN Management Software 
SAN management software manages the interfaces between hosts, interconnect devices, and           
storage arrays. The software provides a view of the SAN environment and enables management              
of various resources from one central console. 
It provides key management functions, including mapping of storage devices, switches, and            
servers, monitoring and generating alerts for discovered devices, and zoning. 

 
   b. What is zoning? Explain its types. (08 Marks) 

Types of Zoning 
Zoning can be categorized into three types: 

● Port zoning: Uses the physical address of switch ports to define zones. In port zoning,               
access to node is determined by the physical switch port to which a node is connected.                
The zone members are the port identifier (switch domain ID and port number) to which               
HBA and its targets (storage devices) are connected. If a node is moved to another switch                
port in the fabric, then zoning must be modified to allow the node, in its new port, to                  
participate in its original zone. However, if an HBA or storage device port fails, an               
administrator just has to replace the failed device without changing the zoning            
configuration. 



● WWN zoning: Uses World Wide Names to define zones. The zone members are the              
unique WWN addresses of the HBA and its targets (storage devices). A major advantage              
of WWN zoning is its flexibility. WWN zoning allows nodes to be moved to another               
switch port in the fabric and maintain connectivity to its zone partners without having to               
modify the zone configuration. This is possible because the WWN is static to the node               
port. 

● Mixed zoning: Combines the qualities of both WWN zoning and port zoning. Using             
mixed zoning enables a specific node port to be tied to the WWN of another node. 
 

Figure 5-19 shows the three types of zoning on an FC network. 

 
 
Zoning is used with LUN masking to control server access to storage. However, these are two                
different activities. Zoning takes place at the fabric level and LUN masking is performed at the                
array level. 

 
4 a. Discuss different iSCSI Topologies with neat diagrams. (08 Marks) 

iSCSI Topologies 
Two topologies of iSCSI implementations are native and bridged. Native topology does not             
have FC components. The initiators may be either directly attached to targets or connected              
through the IP network. Bridged topology enables the coexistence of FC with IP by providing               



iSCSI-to-FC bridging functionality. For example, the initiators can exist in an IP environment             
while the storage remains in an FC environment. 
 
Native iSCSI Connectivity 
FC components are not required for iSCSI connectivity if an iSCSI-enabled array is deployed. In               
Figure 6-2 (a), the array has one or more iSCSI ports configured with an IP address and is                  
connected to a standard Ethernet switch. After an initiator is logged on to the network, it can                 
access the available LUNs on the storage array. A single array port can service multiple hosts or                 
initiators as long as the array port can handle the amount of storage traffic that the hosts generate. 
 
 

 
 
 
 

 
 



 
 
 
Bridged iSCSI Connectivity 
 
A bridged iSCSI implementation includes FC components in its configuration. Figure 6-2 (b)             
illustrates iSCSI host connectivity to an FC storage array.  
In this case, the array does not have any iSCSI ports. Therefore, an external device, called a                 
gateway or a multiprotocol router, must be used to facilitate the communication between the              
iSCSI host and FC storage. The gateway converts IP packets to FC frames and vice versa. The                 
bridge devices contain both FC and Ethernet ports to facilitate communication between the FC              
and IP environments. 
In a bridged iSCSI implementation, the iSCSI initiator is configured with the gateway’s IP              
address as its target destination. On the other side, the gateway is configured as an FC initiator to                  
the storage array. 
 
Combining FC and Native iSCSI Connectivity 
The most common topology is a combination of FC and native iSCSI. Typically, a storage array                
comes with both FC and iSCSI ports that enable iSCSI and FC connectivity in the same                
environment, as shown in Figure 6-2 (c). 
 

   b. Write short notes on Fiber Channel Over Ethernet (FCOE). (08 Marks) 
 
 FCoE 
Data centers typically have multiple networks to handle various types of I/O traffic — for               
example, an Ethernet network for TCP/IP communication and an FC network for FC             
communication. TCP/IP is typically used for client-server communication, data backup,          
infrastructure management communication, and so on. FC is typically used for moving            
block-level data between storage and servers. To support multiple networks, servers in a data              
center are equipped with multiple redundant physical network interfaces — for example,            



multiple Ethernet and FC cards/adapters. In addition, to enable the communication, different            
types of networking switches and physical cabling infrastructure are implemented in data            
centers. The need for two different kinds of physical network infrastructure increases the overall              
cost and complexity of data center operation. 
Fibre Channel over Ethernet (FCoE) protocol provides consolidation of LAN and SAN traffic             
over a single physical interface infrastructure. FCoE helps organizations address the challenges            
of having multiple discrete network infrastructures. FCoE uses the Converged Enhanced           
Ethernet (CEE) link (10 Gigabit Ethernet) to send FC frames over Ethernet. 
 
I/O Consolidation Using FCoE 
The key benefit of FCoE is I/O consolidation. Figure 6-12 represents the infrastructure before              
FCoE deployment. Here, the storage resources are accessed using HBAs, and the IP network              
resources are accessed using NICs by the servers. Typically, in a data center, a server is                
configured with 2 to 4 NIC cards and redundant HBA cards. If the data center has hundreds of                  
servers, it would require a large number of adapters, cables, and switches. This leads to a                
complex environment, which is difficult to manage and scale. The cost of power, cooling, and fl                
oor space further adds to the challenge. 
 



 
 
Figure shows the I/O consolidation with FCoE using FCoE switches and Converged Network             
Adapters (CNAs). A CNA (discussed in the section “Converged Network Adapter”) replaces            
both HBAs and NICs in the server and consolidates both the IP and FC traffic. This reduces the                  
requirement of multiple network adapters at the server to connect to different networks. Overall,              
this reduces the requirement of adapters, cables, and switches. This also considerably reduces the              
cost and management overhead. 
 



 
Components of an FCoE Network 
This section describes the key physical components required to implement FCoE in a data center.               
The key FCoE components are: 

● Converged Network Adapter (CNA) 
● Cables 
● FCoE switches 

 
Converged Network Adapter 
A CNA provides the functionality of both a standard NIC and an FC HBA in a single adapter and                   
consolidates both types of traffic. CNA eliminates the need to deploy separate adapters and              
cables for FC and Ethernet communications, thereby reducing the required number of server             



slots and switch ports. CNA offloads the FCoE protocol processing task from the server, thereby               
freeing the server CPU resources for application processing. As shown in Figure 6-14, a CNA               
contains separate modules for 10 Gigabit Ethernet, Fibre Channel, and FCoE Application            
Specific Integrated Circuits (ASICs). The FCoE ASIC encapsulates FC frames into Ethernet            
frames. One end of this ASIC is connected to 10GbE 
and FC ASICs for server connectivity, while the other end provides a 10GbE interface to connect                
to an FCoE switch. 
 

 
 
Cables 
Currently two options are available for FCoE cabling: Copper based Twinax and standard fiber              
optical cables. A Twinax cable is composed of two pairs of copper cables covered with a                
shielded casing. The Twinax cable can transmit data at the speed of 10 Gbps over shorter                
distances up to 10 meters. Twinax cables require less power and are less expensive than fiber                
optic cables. The Small Form Factor Pluggable Plus (SFP+) connector is the primary connector              
used for FCoE links and can be used with both optical and copper cables. 
 
FCoE Switches 
An FCoE switch has both Ethernet switch and Fibre Channel switch functionalities. The FCoE              
switch has a Fibre Channel Forwarder (FCF), Ethernet Bridge, and set of Ethernet ports and               
optional FC ports, as shown in Figure 6-15. The function of the FCF is to encapsulate the FC                  
frames, received from the FC port, into the FCoE frames and also to de-encapsulate the FCoE                
frames, received from the Ethernet Bridge, to the FC frames. 
 



 

 
 
Upon receiving the incoming traffic, the FCoE switch inspects the Ethertype (used to indicate              
which protocol is encapsulated in the payload of an Ethernet frame) of the incoming frames and                
uses that to determine the destination. If the Ethertype of the frame is FCoE, the switch                
recognizes that the frame contains an FC payload and forwards it to the FCF. From there, the FC                  
is extracted from the FCoE frame and transmitted to FC SAN over the FC ports. If the Ethertype                  
is not FCoE, the switch handles the traffic as usual Ethernet traffic and forwards it over the                 
Ethernet ports.  
  

Module-3 
 
5 a. Discuss different backup Topologies. (08 Marks) 

Backup Topologies 
Three basic topologies are used in a backup environment:  

1. direct-attached backup,  
2. LAN-based backup, and  
3. SAN-based backup.  

A mixed topology is also used by combining LAN-based and SAN-based topologies. 
 
Direct-attached Backup: 
In a direct-attached backup, the storage node is configured on a backup client, and the backup                
device is attached directly to the client. Only the metadata is sent to the backup server through                 



the LAN. This configuration frees the LAN from backup traffic. The example in Figure 10-7               
shows that the backup device is directly attached and dedicated to the backup client. As the                
environment grows, there will be a need for centralized management and sharing of backup              
devices to optimize costs. An appropriate solution is required to share the backup devices among               
multiple servers. Network-based topologies (LAN-based and SAN-based) provide the solution to           
optimize the utilization of backup devices.  
 

 
 
LAN Based backup: 
In a LAN-based backup, the clients, backup server, storage node, and backup device are              
connected to the LAN. (see Figure 10-8). The data to be backed up is transferred from the                 
backup client (source) to the backup device (destination) over the LAN, which might affect              
network performance. 
 

 
 
This impact can be minimized by adopting a number of measures, such as configuring separate               
networks for backup and installing dedicated storage nodes for some application servers. 
 
SAN Based Backup: 



A SAN-based backup is also known as a LAN-free backup. The SAN-based backup topology is               
the most appropriate solution when a backup device needs to be shared among clients. In this                
case, the backup device and clients are attached to the SAN. Figure 10-9 illustrates a SAN-based                
backup. 
In this example, a client sends the data to be backed up to the backup device over the SAN.                   
Therefore, the backup data traffic is restricted to the SAN, and only the backup metadata is                
transported over the LAN. The volume of metadata is insignificant when compared to the              
production data; the LAN performance is not degraded in this configuration. 
The emergence of low-cost disks as a backup medium has enabled disk arrays to be attached to                 
the SAN and used as backup devices. A tape backup of these data backups on the disks can be                   
created and shipped offsite for disaster recovery and long-term retention. 

 
 
Mixed Backup: 
The mixed topology uses both the LAN-based and SAN-based topologies, as shown in Figure              
10-10. This topology might be implemented for several reasons, including cost, server location,             
reduction in administrative overhead, and performance considerations. 

 
  

 



   b. What is data deduplication? Explain its implementation methods. (08 Marks) 
Data Deduplication for Backup 
Traditional backup solutions do not provide any inherent capability to prevent duplicate data             
from being backed up. With the growth of information and 24x7 application availability             
requirements, backup windows are shrinking. Traditional backup processes back up a lot of             
duplicate data. Backing up duplicate data significantly increases the backup window size            
requirements and results in unnecessary consumption of resources, such as storage space and             
network bandwidth. 
Data deduplication is the process of identifying and eliminating redundant data. When duplicate             
data is detected during backup, the data is discarded and only the pointer is created to refer the                  
copy of the data that is already backed up. Data deduplication helps to reduce the storage                
requirements for backup, shorten the backup window, and remove the network burden. It also              
helps to store more backups on the disk and retain the data on the disk for a longer time. 
 
Data Deduplication Methods 
There are two methods of deduplication: file level and subfile level. Determining the uniqueness              
by implementing either method offers benefits; however, results can vary. The differences exist             
in the amount of data reduction each method produces and the time each approach takes to                
determine the unique content. 
File-level deduplication (also called single-instance storage) detects and removes redundant          
copies of identical files. It enables storing only one copy of the file; the subsequent copies are                 
replaced with a pointer that points to the original file. File-level deduplication is simple and fast                
but does not address the problem of duplicate content inside the files. For example, two 10-MB                
PowerPoint presentations with a difference in just the title page are not considered as duplicate               
files, and each file will be stored separately. 
 
Subfile deduplication breaks the file into smaller chunks and then uses a specialized algorithm to               
detect redundant data within and across the file. As a result, subfi le deduplication eliminates               
duplicate data across files. There are two forms of subfi le deduplication: fixed-length block and               
variable-length segment. The fixed-length block deduplication divides the files into fixed length            
blocks and uses a hash algorithm to find the duplicate data. Although simple in design,               
fixed-length blocks might miss many opportunities to discover redundant data because the block             
boundary of similar data might be different. Consider the addition of a person’s name to a                
document’s title page. This shifts the whole document, and all the blocks appear to have               
changed, causing the failure of the deduplication method to detect equivalencies. In            
variable-length segment deduplication, if there is a change in the segment, the boundary for only               
that segment is adjusted, leaving the remaining segments unchanged. This method vastly            
improves the ability to find duplicate data segments compared to fixed-block. 
 
Data Deduplication Implementation 
Deduplication for backup can happen at the data source or the backup target. 
 
Source-Based Data Deduplication 
Source-based data deduplication eliminates redundant data at the source before it transmits to the              
backup device. Source-based data deduplication can dramatically reduce the amount of backup            



data sent over the network during backup processes. It provides the benefits of a shorter backup                
window and requires less network bandwidth. There is also a substantial reduction in the              
capacity required to store the backup images. Figure 10-19 shows source-based data            
deduplication. 
 

 
 
Source-based deduplication increases the overhead on the backup client, which impacts the            
performance of the backup and application running on the client. Source-based deduplication            
might also require a change of backup software if it is not supported by backup software. 
 
Target-Based Data Deduplication 
Target-based data deduplication is an alternative to source-based data deduplication.          
Target-based data deduplication occurs at the backup device, which offloads the backup client             
from the deduplication process. Figure 10-20 shows target-based data deduplication. 
In this case, the backup client sends the data to the backup device and the data is deduplicated at                   
the backup device, either immediately (inline) or at a scheduled time (post-process). Because             
deduplication occurs at the target, all the backup data needs to be transferred over the network,                
which increases network bandwidth requirements. Target-based data deduplication does not          
require any changes in the existing backup software. 
 



 
 
Inline deduplication performs deduplication on the backup data before it is stored on the backup               
device. Hence, this method reduces the storage capacity needed for the backup. Inline             
deduplication introduces overhead in the form of the time required to identify and remove              
duplication in the data. So, this method is best suited for an environment with a large backup                 
window. 
Post-process deduplication enables the backup data to be stored or written on the backup device               
first and then deduplicated later. This method is suitable for situations with tighter backup              
windows. However, post-process deduplication requires more storage capacity to store the           
backup images before they are deduplicated. 

 
6 a. Explain local Replication technology using Host based methods. (06 Marks) 

Local Replication Technologies 
● Major technologies used for local replication are - 

○ Host-based 
○ storage array-based, and  
○ network-based 

 
● File system replication and LVM-based replication are examples of host-based local           

replication.  
● Storage array-based replication can be implemented with distinct solutions, namely,          

full-volume mirroring, pointer-based full-volume replication, and pointer-based virtual        
replication. 

● Continuous data protection (CDP) is an example of network- based replication. 
 
 

Host-Based Local Replication 
● LVM-based replication and file system (FS) snapshot are two common methods of            

host-based local replication. 
 



LVM-Based Replication 
● In LVM-based replication, the logical volume manager is responsible for creating and            

controlling the host-level logical volumes.  
● An LVM has three components:  

○ physical volumes (physical disk),  
○ volume groups, and  
○ logical volumes.  

● A volume group is created by grouping one or more physical volumes.  
● Logical volumes are created within a given volume group.  
● A volume group can have multiple logical volumes.  
● In LVM-based replication, each logical block in a logical volume is mapped to two              

physical blocks on two different physical volumes, as shown in Figure.  
● An application write to a logical volume is written to the two physical volumes by the                

LVM device driver. This is also known as LVM mirroring. Mirrors can be split, and the                
data contained therein can be independently accessed. 
 

Advantages of LVM-Based Replication 
● The LVM-based replication technology is not dependent on a vendor-specific storage           

system.  
● Typically, LVM is part of the operating system, and no additional license is required to               

deploy LVM mirroring. 
 

 
 
 
Limitations of LVM-Based Replication 

● Every write generated by an application translates into two writes on the disk, and thus,               
an additional burden is placed on the host CPU.  

● This can degrade application performance. Presenting an LVM-based local replica to           
another host is usually not possible because the replica will still be part of the volume                
group, which is usually accessed by one host at any given time.  



● Tracking changes to the mirrors and performing incremental resynchronization         
operations is also a challenge because all LVMs do not support incremental            
resynchronization.  

● If the devices are already protected by some level of RAID on the array, then the                
additional protection that the LVM mirroring provides is unnecessary.  

● This solution does not scale to provide replicas of federated databases and applications.  
● Both the replica and source are stored within the same volume group.  
● Therefore, the replica might become unavailable if there is an error in the volume group.               

If the server fails, both the source and replica are unavailable until the server is brought                
back online. 

 
  
   b. Write a short notes on the following: 
i) Three site Replications   ii) Network based Remote Replication (10 Marks) 

 
i) Three-Site Replication 

● In synchronous replication, the source and target sites are usually within a short distance.              
Therefore, if a regional disaster occurs, both the source and the target sites might become               
unavailable.  

● This can lead to extended RPO and RTO because the last known good copy of data                
would need to come from another source, such as an offsite tape library.  

● A regional disaster will not affect the target site in asynchronous replication because the              
sites are typically several hundred or several thousand kilometers apart.  

● If the source site fails, production can be shifted to the target site, but there is no further                  
remote protection of data until the failure is resolved.  

● Three-site replication mitigates the risks identified in two-site replication.  
● In a three-site replication, data from the source site is replicated to two remote sites.  
● Replication can be synchronous to one of the two sites, providing a near zero-RPO              

solution, and it can be asynchronous or disk buffered to the other remote site, providing a                
finite RPO.  

● Three-site remote replication can be implemented as  
◦ cascade/multihop or  
◦ a triangle/multitarget solution. 
 

 Three-Site Replication — Cascade/Multihop 
● In the cascade/multihop three-site replication, data flows from the source to the            

intermediate storage array, known as a bunker, in the first hop, and then from a bunker to                 
a storage array at a remote site in the second hop.  

● Replication between the source and the remote sites can be performed in two ways:  
◦ synchronous + asynchronous or  
◦ synchronous + disk buffered. 

● Replication between the source and bunker occurs synchronously, but replication          
between the bunker and the remote site can be achieved either as disk-buffered mode or               
asynchronous mode. 

 



Synchronous + Asynchronous 
● This method employs a combination of synchronous and asynchronous remote replication           

technologies.  
● Synchronous replication occurs between the source and the bunker.  
● Asynchronous replication occurs between the bunker and the remote site.  
● The remote replica in the bunker acts as the source for asynchronous replication to create               

a remote replica at the remote site. Figure below illustrates the synchronous +             
asynchronous method.  

● RPO at the remote site is usually in the order of minutes for this implementation.  
● In this method, a minimum of three storage devices are required (including the source).              

The devices containing a synchronous replica at the bunker and the asynchronous replica             
at the remote are the other two devices.  

● If a disaster occurs at the source, production operations are failed over to the bunker               
site with zero or near-zero data loss. But unlike the synchronous two-site situation, there              
is still a remote protection at the third site.  

● The RPO between the bunker and third site could be in the order of minutes. 
● If there is a disaster at the bunker site or if there is a network link failure between the                   

source and bunker sites, the source site continues to operate as normal but without any               
remote replication.  

● This situation is similar to remote site failure in a two-site replication solution.  



 
 
 

● The updates to the remote site cannot occur due to the failure in the bunker site.                
Therefore, the data at the remote site keeps falling behind, but the advantage here is that                
if the source fails during this time, operations can be resumed at the remote site. RPO at                 
the remote site depends on the time difference between the bunker site failure and              
sourcesite failure.  

● A regional disaster in three-site cascade/multihop replication is similar to a source site             
failure in two-site asynchronous replication.  

● Operations are failover to the remote site with an RPO in the order of minutes.  
● There is no remote protection until the regional disaster is resolved. Local replication             

technologies could be used at the remote site during this time.  
● If a disaster occurs at the remote site, or if the network links between the bunker and                 

the remote site fail, the source site continues to work as normal with disaster recovery               
protection provided at the bunker site. 
 

Synchronous + Disk Buffered 



● This method employs a combination of local and remote replication technologies.           
Synchronous replication occurs between the source and the bunker: a consistent PIT local             
replica is created at the bunker.  

● Data is transmitted from the local replica at the bunker to the remote replica at the remote                 
site. Optionally, a local replica can be created at the remote site after data is received                
from the bunker.  

● Figure below illustrates the synchronous + disk buffered method. In this method, a             
minimum of four storage devices are required (including the source) to replicate one             
storage device.  

● The other three devices are the synchronous remote replica at the bunker, a consistent              
PIT local replica at the bunker, and the replica at the remote site.  

● RPO at the remote site is usually in the order of hours for this implementation. The                
process to create the consistent PIT copy at the bunker and incrementally updating the              
remote replica occurs continuously in a cycle. 

 
 
Three-Site Replication — Triangle/Multitarget 

● In three-site triangle/multitarget replication, data at the source storage array is           
concurrently replicated to two different arrays at two different sites, as shown in Figure.  

● The source-to-bunker site (target 1) replication is synchronous with a near-zero RPO.  
● The source-to-remote site (target 2) replication is asynchronous with an RPO in the order              

of minutes.  
● The distance between the source and the remote sites could be thousands of miles.  
● This implementation does not depend on the bunker site for updating data on the remote               

site because data is asynchronously copied to the remote site directly from the source.  
● The triangle/multitarget configuration provides consistent RPO unlike cascade/multihop        

solutions in which the failure of the bunker site results in the remote site falling behind                
and the RPO increasing.  

● The key benefit of three-site triangle/multitarget replication is the ability to failover to             
either of the two remote sites in the case of source-site failure, with disaster recovery               
(asynchronous) protection between the bunker and remote sites.  

● Resynchronization between the two surviving target sites is incremental. Disaster          
recovery protection is always available if any one-site failure occurs. During normal            
operations, all three sites are available and the production workload is at the source site.  

● At any given instant, the data at the bunker and the source is identical.  
● The data at the remote site is behind the data at the source and the bunker. 
● The replication network links between the bunker and remote sites will be in place but               

not in use. Thus, during normal operations, there is no data movement between the              
bunker and remote arrays.  

● The difference in the data between the bunker and remote sites is tracked so that if a                 
source site disaster occurs, operations can be resumed at the bunker or the remote sites               
with incremental resynchronization between these two sites. 



 
 

● A regional disaster in three-site triangle/multitarget replication is similar to a source site             
failure in two-site asynchronous replication.  

● If failure occurs, operations failover to the remote site with an RPO within minutes.              
There is no remote protection until the regional disaster is resolved. 

● Local replication technologies could be used at the remote site during this time.  
● A failure of the bunker or the remote site is not actually considered a disaster because the                 

operation can continue uninterrupted at the source site while remote disaster recovery            
protection is still available.  

● A network link failure to either the source-to-bunker or the source-to-remote site does not              
impact production at the source site while remote disaster recovery protection is still             
available with the site that can be reached.  

ii) Network-Based Remote Replication 
● In network-based remote replication, the replication occurs at the network layer between            

the host and storage array.  
● Continuous data protection technology, also provides solutions for network-based remote          

replication.  



 
CDP Remote Replication 

● In normal operation, CDP remote replication provides any-point-in-time recovery         
capability, which enables the target LUNs to be rolled back to any previous point in               
time.  

● Similar to CDP local replication, CDP remote replication typically uses a journal volume,             
CDP appliance, or CDP software installed on a separate host (host-based CDP), and a              
write splitter to perform replication between sites.  

● The CDP appliance is maintained at both source and remote sites.  
● Figure below describes CDP remote replication. In this method, the replica is            

synchronized with the source, and then the replication process starts.  
● After the replication starts, all the writes from the host to the source are split into two                 

copies.  
● One of the copies is sent to the local CDP appliance at the source site, and the other copy                   

is sent to the production volume.  
● After receiving the write, the appliance at the source site sends it to the appliance at the                 

remote site.  
● Then, the write is applied to the journal volume at the remote site.  
● For an asynchronous operation, writes at the source CDP appliance are accumulated, and             

redundant blocks are eliminated. Then, the writes are sequenced and stored with their             
corresponding timestamp.  

● The data is then compressed, and a checksum is generated. It is then scheduled for               
delivery across the IP or FC network to the remote CDP appliance.  

● After the data is received, the remote appliance verifies the checksum to ensure the              
integrity of the data.  

● The data is then uncompressed and written to the remote journal volume. As a next step,                
data from the journal volume is sent to the replica at predefined intervals. 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 

● In the asynchronous mode, the local CDP appliance instantly acknowledges a write as             
soon as it is received.  

● In the synchronous replication mode, the host application waits for an acknowledgment            
from the CDP appliance at the remote site before initiating the next write. The              
synchronous replication mode impacts the application’s performance under heavy write          
loads.  

● For remote replication over extended distances, optical network technologies, such as           
dense wavelength division multiplexing (DWDM), coarse wavelength division        
multiplexing (CWDM), and synchronous optical network (SONET) are deployed.  

 
Module-4 

 
7 a. Explain the characteristics of clouds computing. (04 Marks) 
  b. Discuss cloud Deployment models. (06 Marks) 
  c. Explain Cloud computing infrastructure. (06 Marks) 
 

a) Characteristics of Cloud Computing 
A computing infrastructure used for cloud services must have certain capabilities or            
characteristics. According to NIST, the cloud infrastructure should have five essential           
characteristics: 

● On-demand self-service: A consumer can unilaterally provision computing        
capabilities, such as server time and network storage, as needed automatically           
without requiring human interaction with each service provider. A cloud service           
provider publishes a service catalogue, which contains information about all          
cloud services available to consumers. The service catalogue includes         
information about service attributes, prices, and request processes. Consumers         
view the service catalogue via a web-based user interface and use it to request              
for a service. Consumers can either leverage the “ready-to-use” services or           
change a few service parameters to customize the services. 

● Broad network access: Capabilities are available over the network and          
accessed through standard mechanisms that promote use by heterogeneous thin          
or thick client platforms (for example, mobile phones, tablets, laptops, and           
workstations). 

● Resource pooling: The provider’s computing resources are pooled to serve          
multiple consumers using a multi tenant model, with different physical and virtual            
resources dynamically assigned and reassigned according to consumer demand.         
There is a sense of location independence in that the customer generally has no              
control or knowledge over the exact location of the provided resources but may             
be able to specify location at a higher level of abstraction (for example, country,              



state, or data center). Examples of resources include storage, processing,          
memory, and network bandwidth. 

● Rapid elasticity: Capabilities can be elastically provisioned and released, in          
some cases automatically, to scale rapidly outward and inward commensurate          
with demand. To the consumer, the capabilities available for provisioning often           
appear to be unlimited and can be appropriated in any quantity at any time.              
Consumers can leverage rapid elasticity of the cloud when they have a            
fluctuation in their IT resource requirements. For example, an organization might           
require double the number of web and application servers for a specific duration             
to accomplish a specific task. For the remaining period, they might want to             
release idle server resources to cut down the expenses. The cloud enables            
consumers to grow and shrink the demand for resources dynamically. 

● Measured service: Cloud systems automatically control and optimize resource         
use by leveraging a metering capability at some level of abstraction appropriate            
to the type of service (for example, storage, processing, bandwidth, and active            
user accounts). Resource usage can be monitored, controlled, and reported,          
providing transparency for both the provider and consumer of the utilized service. 

 
b) Cloud Deployment Models 

According to NIST, cloud computing is classified into four deployment models — public,             
private, community, and hybrid — which provide the basis for how cloud            
infrastructures are constructed and consumed. 
 
Public Cloud 
In a public cloud model, the cloud infrastructure is provisioned for open use by the               
general public. It may be owned, managed, and operated by a business, academic, or              
government organization, or some combination of them. It exists on the premises of the              
cloud provider. 
 
Consumers use the cloud services offered by the providers via the Internet and pay              
metered usage charges or subscription fees. An advantage of the public cloud is its low               
capital cost with enormous scalability. However, for consumers, these benefits come           
with certain risks: no control over the resources in the cloud, the security of confidential               
data, network performance, and interoperability issues. Popular public cloud service          
providers are Amazon, Google, and Salesforce.com. Figure 13-2 shows a public cloud            
that provides cloud services to organizations and individuals. 
 
 
 
 
 
 
 
 
 



Private Cloud 
In a private cloud model, the cloud infrastructure is provisioned for exclusive use by a               

single organization comprising multiple consumers (for example, business units). It may           
be owned, managed, and operated by the organization, a third party, or some             
combination of them, and it may exist on or off premises. 
 
Following are two variations to the private cloud model: 

● On-premise private cloud: The on-premise private cloud, also known as          
internal cloud is hosted by an organization within its own data centers (see             
Figure 13-3 [a]). This model enables organizations to standardize their cloud           
service management processes and security, although this model has limitations          
in terms of size and resource scalability. Organizations would also need to incur             
the capital and operational costs for the physical resources. This is best suited             
for organizations that require complete control over their applications,         
infrastructure configurations, and security mechanisms.  

 
 
 
 
 
 
 
 



 
 
 
 

 
 
Externally hosted private cloud: This type of private cloud is hosted external to an              
organization (see Figure 13-3 [b]) and is managed by a third party organization. The              
third-party organization facilitates an exclusive cloud environment for a specific          
organization with full guarantee of privacy and confidentiality. 
 
 
Community Cloud 
In a community cloud model, the cloud infrastructure is provisioned for exclusive use by              
a specific community of consumers from organizations that have shared concerns (for            
example, mission, security requirements, policy, and compliance considerations). It may          
be owned, managed, and operated by one or more of the organizations in the              
community, a third party, or some combination of them, and it may exist on or off                
premises. (See Figure 13-4). 
In a community cloud, the costs spread over to fewer consumers than a public cloud.               
Hence, this option is more expensive but might offer a higher level of privacy, security,               
and compliance. The community cloud also offers organizations access to a vast pool of              
resources compared to the private cloud. An example in which a community cloud could              
be useful is government agencies. If various agencies within the government operate            
under similar guidelines, they could all share the same infrastructure and lower their             
individual agency’s investment. 
 



 
Hybrid Cloud 
In a hybrid cloud model, the cloud infrastructure is a composition of two or more distinct                
cloud infrastructures (private, community, or public) that remain unique entities, but are            
bound together by standardized or proprietary technology that enables data and           
application portability (for example, cloud bursting for load balancing between clouds). 
 
The hybrid model allows an organization to deploy less critical applications and data to              
the public cloud, leveraging the scalability and cost-effectiveness of the public cloud.            
The organization’s mission-critical applications and data remain on the private cloud           
that provides greater security. Figure 13-5 shows an example of a hybrid cloud. 
 
  

 
 
 
 
 
 
 
 



 
 
 
 

c. Cloud Computing Infrastructure 
 
A cloud computing infrastructure is the collection of hardware and software that enables             
the five essential characteristics of cloud computing. Cloud computing infrastructure          
usually consists of the following layers:  

● Physical infrastructure 
● Virtual infrastructure 
● Applications and platform software 
● Cloud management and service creation tools 

The resources of these layers are aggregated and coordinated to provide cloud 
services to the consumers (see Figure 13-6). 
 
Physical Infrastructure 
The physical infrastructure consists of physical computing resources, which include          
physical servers, storage systems, and networks. Physical servers are connected to           
each other, to the storage systems, and to the clients via networks, such as IP, FC                
SAN, IP SAN, or FCoE networks. 
Cloud service providers may use physical computing resources from one or more data             
centers to provide services. If the computing resources are distributed across multiple            
data centers, connectivity must be established among them. The connectivity enables           
the data centers in different locations to work as a single large data center. This enables                
migration of business applications and data across data centers and provisioning cloud            
services using the resources from multiple data centers. 
 
 
Virtual Infrastructure 
Cloud service providers employ virtualization technologies to build a virtual          
infrastructure layer on the top of the physical infrastructure. Virtualization enables           
fulfilling some of the cloud characteristics, such as resource pooling and rapid elasticity.             
It also helps reduce the cost of providing the cloud services. Some cloud service              
providers may not have completely virtualized their physical infrastructure yet, but they            
are adopting virtualization for better efficiency and optimization. 
Virtualization abstracts physical computing resources and provides a consolidated view          
of the resource capacity. The consolidated resources are managed as a single entity             
called a resource pool. For example, a resource pool might group CPUs of physical              
servers within a cluster. The capacity of the resource pool is the sum of the power of all                  
CPUs (for example, 10,000 megahertz) available in the cluster. In addition to the CPU              
pool, the virtual infrastructure includes other types of resource pools, such as memory             
pool, network pool, and storage pool. Apart from resource pools, the virtual            
infrastructure also includes identity pools, such as VLAN ID pools and VSAN ID pools.              



The number of each type of pool and the pool capacity depend on the cloud service                
provider’s requirement to create different cloud services. 
Virtual infrastructure also includes virtual computing resources, such as virtual          
machines, virtual storage volumes, and virtual networks. These resources obtain          
capacities, such as CPU power, memory, network bandwidth, and storage space from            
the resource pools. The capacity is allocated to the virtual computing resources easily             
and flexibly based on the service requirement. Virtual networks are created using            
network identifiers, such as VLAN IDs and VSAN IDs from the respective identity pools.              
Virtual computing resources are used for creating cloud infrastructure services. 
 
Applications and Platform Software 
This layer includes a suite of business applications and platform software, such as the              
OS and database. Platform software provides the environment on which business           
applications run. Applications and platform software are hosted on virtual machines to            
create SaaS and PaaS. For SaaS, both the application and platform software are             
provided by cloud service providers. In the case of PaaS, only the platform software is               
provided by cloud service providers; consumers export their applications to the cloud. 
 
 Cloud Management and Service Creation Tools 
The cloud management and service creation tools layer includes three types of 
software: 

● Physical and virtual infrastructure management software 
● Unified management software 
● User-access management software 

This classification is based on the different functions performed by the software. This             
software interacts with each other to automate provisioning of cloud services. The            
physical and virtual infrastructure management software is offered by the vendors of            
various infrastructure resources and third-party organizations. For example, a storage          
array has its own management software. Similarly, network and physical servers are            
managed independently using network and compute management software        
respectively. This software provides interfaces to construct a virtual infrastructure from           
the underlying physical infrastructure. 
 
Unified management software interacts with all standalone physical and virtual          
infrastructure management software. It collects information on the existing physical and           
virtual infrastructure configurations, connectivity, and utilization. Unified management        
software compiles this information and provides a consolidated view of infrastructure           
resources scattered across one or more data centers. It allows an administrator to             
monitor performance, capacity, and availability of physical and virtual resources          
centrally. Unifi ed management software also provides a single management interface           
to configure physical 
and virtual infrastructure and integrate the compute (both CPU and memory), network,            
and storage pools. The integration allows a group of compute pools to use the storage               
and network pools for storing and transferring data respectively.  
 



The unified management software passes configuration commands to respective         
physical and virtual infrastructure management software, which executes the         
instructions. This eliminates the administration of compute, storage, and network          
resources separately using native management software. The key function of the unified            
management software is to automate the creation of cloud services. It enables            
administrators to define service attributes such as CPU power, memory, network           
bandwidth, storage capacity, name and description of applications and platform          
software, resource location, and backup policy. When the unified management software           
receives consumer requests for cloud services, it creates the service based on            
predefined service attributes. The user-access management software provides a         
web-based user interface to consumers. Consumers can use the interface to browse            
the service catalogue and request cloud services. The user-access management          
software authenticates users before forwarding their request to the unified management           
software. It also monitors allocation or usage of resources associated with the cloud             
service instances. Based on the allocation or usage of resources, it generates a             
chargeback report. The chargeback report is visible to consumers and provides           
transparency between consumers and providers. 

 
8 a. Discuss the steps involved in transitioning from classic data center to cloud computing Environment                
service. (08 Marks) 

Cloud Adoption Considerations 
Organizations that decide to adopt cloud computing always face this question: “How            
does the cloud fit the organization’s environment?” Most organizations are not ready to             
abandon their existing IT investments to move all their business processes to the cloud              
at once. Instead, they need to consider various factors before moving their business             
processes to the cloud. Even individuals seeking to use cloud services need to             
understand some cloud adoption considerations. 
Following are some key considerations for cloud adoption: 
 

1. Selection of a deployment model:  
 
Risk versus convenience is a key consideration for deciding on a cloud adoption             
strategy. This consideration also forms the basis for choosing the right cloud            
deployment model. A public cloud is usually preferred by individuals and start-up            
businesses. For them, the cost reduction offered by the public cloud outweighs the             
security or availability risks in the cloud. Small- and medium-sized businesses (SMBs)            
have a moderate customer base, and any anomaly in customer data and service levels              
might impact their business. Therefore, they may not be willing to deploy their tier 1               
applications, such as Online Transaction Processing (OLTP), in the public cloud. A            
hybrid cloud model fits in this case. The tier 1applications should run on the private               
cloud, whereas less critical applications such as backup, archive, and testing can be             
deployed in the public cloud. Enterprises typically have a strong customer base            
worldwide. They usually enforce strict security policies to safeguard critical customer           
data. Because they are financially capable, they might prefer building their own private             
clouds. 



 
2. Application suitability:  

 
Not all applications are good candidates for a public cloud. This may be due to the                
incompatibility between the cloud platform software and consumer applications, or          
maybe the organization plans to move a legacy application to the cloud. Proprietary and              
mission critical applications are core and essential to the business. They are usually             
designed, developed, and maintained in-house. These applications often provide         
competitive advantages. Due to high security risk, organizations are unlikely to move            
these applications to the public cloud. These applications are good candidate for an             
on-premise private cloud. Nonproprietary and non mission critical applications are          
suitable for deployment in the public cloud. If an application workload is network             
traffic-intensive, its performance might not be optimal if deployed in the public cloud.             
Also if the application communicates with other data center resources or applications, it             
might experience performance issues. 
 

3. Financial advantage:  
A careful analysis of financial benefits provides a clear picture about the cost-savings in              
adopting the cloud. The analysis should compare both the Total Cost of Ownership             
(TCO) and the Return on Investment (ROI) in the cloud and noncloud environment and              
identify the potential cost benefit. While calculating TCO and ROI, organizations and            
individuals should consider the expenditure to deploy and maintain their own           
infrastructure versus cloud-adoption costs. While calculating the expenditures for         
owning infrastructure resources, organizations should include both the capital         
expenditure (CAPEX) and operation expenditure (OPEX). The CAPEX includes the cost           
of servers, storage, OS, application, network equipment, real estate, and so on. The             
OPEX includes the cost incurred for power and cooling, personnel, maintenance,           
backup, and so on. These expenditures should be compared with the operation cost             
incurred in adopting cloud computing. The cloud adoption cost includes the cost of             
migrating to the cloud, cost to ensure compliance and security, and usage or             
subscription fees. Moving applications to the cloud reduces CAPEX, except when the            
cloud is built on-premise. 
 

4. Selection of a cloud service provider:  
The selection of the provider is important for a public cloud. Consumers need to find out                
how long and how well the provider has been delivering the services. They also need to                
determine how easy it is to add or terminate cloud services with the service provider.               
The consumer should know how easy it is to move to another provider, when required.               
They must assess how the provider fulfills the security, legal, and privacy requirements.             
They should also check whether the provider offers good customer service support. In             
Service-level agreement (SLA): Cloud service providers typically men tion quality of           
service (QoS) attributes such as throughput and uptime, along with cloud services. The             
QoS attributes are generally part of an SLA, which is the service contract between the               
provider and the consumers. The SLA serves as the foundation for the expected level of               



service between the consumer and the provider. Before adopting the cloud services,            
consumers should check whether the QoS attributes meet their requirements. 
 

   b. Write a short notes on the following: 
i) Business drives for cloud computing 
ii) cloud migration considerations             (08 Marks) 
 
i) Business drives for cloud computing 
 
In today’s competitive environment, organizations are under increasing pressure to improve efficiency and             
transform their IT processes to achieve more with less. Businesses need reduced time-to-market, better agility,               
higher availability, Cloud Services and Deployment Models and reduced expenditures to meet the changing              
business requirements and accelerated pace of innovation. These business requirements are posing several             
challenges to IT teams. Some of the key challenges are serving customers worldwide around the clock,                
refreshing technology quickly and faster provisioning of IT resources — all at reduced costs. 
 
These long-standing challenges are addressed with the emergence of a new computing style, called cloud               
computing, which enables organizations and individuals to obtain and provision IT resources as a service. With                
cloud computing, users can browse and select relevant cloud services, such as compute, software, storage, or a                 
combination of these resources, via a portal. Cloud computing automates delivery of selected cloud services to                
the users. It helps organizations and individuals deploy IT resources at reduced total cost of ownership with 
faster provisioning and compliance adherence. 
 
ii) cloud migration considerations  

  
Challenges for Consumers 
Business-critical data requires protection and continuous monitoring of its access. If the            
data moves to a cloud model other than an on-premise private cloud, consumers could              
lose absolute control of their sensitive data. Although most of the cloud service             
providers offer enhanced data security, consumers might not be willing to transfer            
control of their business-critical data to the cloud. 
 
Cloud service providers might use multiple data centers located in different countries to             
provide cloud services. They might replicate or move data across these data centers to              
ensure high availability and load distribution. Consumers may or may not know in which              
country their data is stored. Some cloud service providers allow consumers to select the              
location for storing their data. Data privacy concerns and regulatory compliance           
requirements, such as the EU Data Protection Directive and the U.S. Safe Harbor             
program, create challenges for the consumers in adopting cloud computing. 
 
Cloud services can be accessed from anywhere via a network. However, network            
latency increases when the cloud infrastructure is not close to the access point. A high               



network latency can either increase the application response time or cause the            
application to timeout. This can be addressed by implementing stringent Service Level            
Agreements (SLAs) with the cloud service providers. 
 
Another challenge is that cloud platform services may not support consumers’ desired            
applications. For example, a service provider might not be able to support highly             
specialized or proprietary environments, such as compatible OSs and preferred          
programming languages, required to develop and run the consumer’s application. Also,           
a mismatch between hypervisors could impact migration of virtual machines into or            
between clouds. 
Another challenge is vendor lock-in: the difficulty for consumers to change their cloud             
service provider. A lack of interoperability between the APIs of different cloud service             
providers could also create complexity and high migration costs when moving from one             
service provider to another. 
 
Challenges for Providers 
Cloud service providers usually publish a service-level agreement (SLA) so that their            
consumers know about the availability of service, quality of service, downtime           
compensation, and legal and regulatory clauses. Alternatively, customer-specific SLAs         
may be signed between a cloud service provider and a consumer. SLAs typically             
mention a penalty amount if cloud service providers fail to provide the service levels.              
Therefore, cloud service providers must ensure that they have adequate resources to            
provide the required levels of services. Because the cloud resources are distributed and             
service demands fluctuate, it is a challenge for cloud service providers to provision             
physical resources for peak demand of all consumers and estimate the actual cost of              
providing the services. 
 
Many software vendors do not have a cloud-ready software licensing model. Some of             
the software vendors offer standardized cloud licenses at a higher price compared to             
traditional licensing models. The cloud software licensing complexity has been causing           
challenges in deploying vendor software in the cloud. This is also a challenge to the               
consumer. 
 
Cloud service providers usually offer proprietary APIs to access their cloud. However,            
consumers might want open APIs or standard APIs to become the tenant of multiple              
clouds. This is a challenge for cloud service providers because this requires agreement             
among cloud service providers. 
 

 
 
 
 

Module-5 
 



9 a. Explain the different types of security threats. (06 Marks) 
Threats 
Threats are the potential attacks that can be carried out on an IT infrastructure. These attacks                
can be classified as active or passive. Passive attacks are attempts to gain unauthorized access               
into the system. They pose threats to confidentiality of information. Active attacks include data              
modification, denial of service (DoS), and repudiation attacks. They pose threats to data             
integrity, availability, and accountability. 
 
In a data modification attack, the unauthorized user attempts to modify information for malicious              
purposes. A modification attack can target the data at rest or the data in transit. These attacks                 
pose a threat to data integrity. 
 
Denial of service (DoS) attacks prevent legitimate users from accessing resources and services.             
These attacks generally do not involve access to or modification of information. Instead, they              
pose a threat to data availability. The intentional flooding of a network or website to prevent                
legitimate access to authorized users is one example of a DoS attack. 
 
Repudiation is an attack against the accountability of information. It attempts to provide false              
information by either impersonating someone or denying that an event or a transaction has              
taken place. For example, a repudiation attack may involve performing an action and eliminating              
any evidence that could prove the identity of the user (attacker) who performed that action.               
Repudiation attacks include circumventing the logging of security events or tampering with the             
security log to conceal the identity of the attacker.  
 
Vulnerability 
The paths that provide access to information are often vulnerable to potential attacks. Each of               
the paths may contain various access points, which provide different levels of access to the               
storage resources. It is important to implement adequate security controls at all the access              
points on an access path. Implementing security controls at each access point of every access               
path is known as defense in depth. 
 
Defense in depth recommends using multiple security measures to reduce the risk of security              
threats if one component of the protection is compromised. It is also known as a “layered                
approach to security.” Because there are multiple measures for security at different levels,             
defense in depth gives additional time to detect and respond to an attack. This can reduce the                 
scope or impact of a security breach. 
 
Attack surface, attack vector, and work factor are the three factors to consider when assessing               
the extent to which an environment is vulnerable to security threats. Attack surface refers to the                
various entry points that an attacker can use to launch an attack. Each component of a storage                 
network is a source of potential vulnerability. An attacker can use all the external interfaces               
supported by that component, such as the hardware and the management interfaces, to             



execute various attacks. These interfaces form the attack surface for the attacker. Even unused              
network services, if enabled, can become a part of the attack surface.  
 
An attack vector is a step or a series of steps necessary to complete an attack. For example, an                   
attacker might exploit a bug in the management interface to execute a snoop attack whereby               
the attacker can modify the configuration of the storage device to allow the traffic to be                
accessed from one more host. This redirected traffic can be used to snoop the data in transit. 
 
Work factor refers to the amount of time and effort required to exploit an attack vector. For                 
example, if attackers attempt to retrieve sensitive information, they consider the time and effort              
that would be required for executing an attack on a database. This may include determining               
privileged accounts, determining the database schema, and writing SQL queries. Instead, based            
on the work factor, they may consider a less effort-intensive way to exploit the storage array by                 
attaching to it directly and reading from the raw disk blocks. 
 
Having assessed the vulnerability of the environment, organizations can deploy specific control            
measures. Any control measures should involve all the three aspects of infrastructure: people,             
process, and technology, and the relationships among them. To secure people, the first step is               
to establish and assure their identity. Based on their identity, selective controls can be              
implemented for their access to data and resources. The effectiveness of any security measure              
is primarily governed by processes and policies. The processes should be based on a thorough               
understanding of risks in the environment and should recognize the relative sensitivity of             
different types of data and the needs of various stakeholders to access the data. Without an                
effective process, the deployment of technology is neither cost-effective nor aligned to            
organizations’ priorities. 
 
Finally, the technologies or controls that are deployed should ensure compliance with the             
processes, policies, and people for its effectiveness. These security technologies are directed at             
reducing vulnerability by minimizing attack surfaces and maximizing the work factors. These            
controls can be technical or nontechnical. Technical controls are usually implemented through            
computer systems, whereas nontechnical controls are implemented through administrative and          
physical controls. Administrative controls include security and personnel policies or standard           
procedures to direct the safe execution of various operations. Physical controls include setting             
up physical barriers, such as security guards, fences, or locks. 
 
Based on the roles they play, controls are categorized as preventive, detective, and corrective.              
The preventive control attempts to prevent an attack; the detective control detects whether an              
attack is in progress; and after an attack is discovered, the corrective controls are implemented.               
Preventive controls avert the vulnerabilities from being exploited and prevent an attack or             
reduce its impact. Corrective controls reduce the effect of an attack, whereas detective controls              
discover attacks and trigger preventive or corrective controls. For example, an Intrusion            
Detection/Intrusion Prevention System (IDS/IPS) is a detective control that determines whether           



an attack is underway and then attempts to stop it by terminating a network connection or                
invoking a firewall rule to block traffic. 

 
  b. Discuss security solutions for FC-SAN and IP-SAN   (10 Marks) 

FC SAN 
Traditional FC SANs enjoy an inherent security advantage over IP-based networks. An FC SAN              
is configured as an isolated private environment with fewer nodes than an IP network.              
Consequently, FC SANs impose fewer security threats. However, this scenario has changed            
with converged networks and storage consolidation, driving rapid growth and necessitating           
designs for large, complex SANs that span multiple sites across the enterprise. Today, no single               
comprehensive security solution is available for FC SANs. Many FC SAN security mechanisms             
have evolved from their counterpart in IP networking, thereby bringing in matured security             
solutions. 
Fibre Channel Security Protocol (FC-SP) standards (T11 standards), published in 2006, align            
security mechanisms and algorithms between IP and FC interconnects. These standards           
describe protocols to implement security measures in a FC fabric, among fabric elements and              
N_Ports within the fabric. They also include guidelines for authenticating FC entities, setting up              
session keys, negotiating the parameters required to ensure frame-by-frame integrity and           
confidentiality, and establishing and distributing policies across an FC fabric. 
 
FC SAN Security Architecture 
Storage networking environments are a potential target for unauthorized access, theft, and            
misuse because of the vastness and complexity of these environments. Therefore, security            
strategies are based on the defense in depth concept, which recommends multiple integrated             
layers of security. This ensures that the failure of one security control will not compromise the                
assets under protection. Figure 14-5 illustrates various levels (zones) of a storage networking             
environment that must be secured and the security measures that can be deployed. 
FC SANs not only suffer from certain risks and vulnerabilities that are unique, but also share                
common security problems associated with physical security and remote administrative access.           
In addition to implementing SAN-specific security measures, organizations must simultaneously          
leverage other security implementations in the enterprise. Table 14-1 provides a comprehensive            
list of protection strategies that must be implemented in various security zones. Some of the               
security mechanisms listed in Table 14-1 are not specific to SAN but are commonly used data                
center techniques. For example, two-factor authentication is implemented widely; in a simple            
implementation it requires the use of a username/password and an additional security            
component such as a smart card for authentication. 
 
Basic SAN Security Mechanisms 
LUN masking and zoning, switch-wide and fabric-wide access control, RBAC, and logical            
partitioning of a fabric (Virtual SAN) are the most commonly used SAN security methods. 
 



 
 

 
 
LUN Masking and Zoning 
LUN masking and zoning are the basic SAN security mechanisms used to protect against              
unauthorized access to storage. LUN masking and zoning are detailed in Chapter 4 and              
Chapter 5, respectively. The standard implementations of LUN masking on storage arrays mask             
the LUNs presented to a frontend storage port based on the WWPNs of the source HBAs. A                 
stronger variant of LUN masking may sometimes be offered whereby masking can be done on               



the basis of source FC addresses. It offers a mechanism to lock down the FC address of a given                   
node port to its WWN. WWPN zoning is the preferred choice in security-conscious             
environments. 
 
Securing Switch Ports 
Apart from zoning and LUN masking, additional security mechanisms, such as port binding, port              
lockdown, port lockout, and persistent port disable, can be implemented on switch ports. Port              
binding limits the number of devices that can attach to a particular switch port and allows only                 
the corresponding switch port to connect to a node for fabric access. Port binding mitigates but                
does not eliminate WWPN spoofing. Port lockdown and port lockout restrict a switch port’s type               
of initialization. Typical variants of port lockout ensure that the switch port cannot function as an                
E_Port and cannot be used to create an ISL, such as a rogue switch. Some variants ensure that                  
the port role is restricted to only FL_Port, F_Port, E_Port, or a combination of these. Persistent                
port disable prevents a switch port from being enabled even after a switch reboot. 
 
Switch-Wide and Fabric-Wide Access Control 
As organizations grow their SANs locally or over longer distances, there is a greater need to                
effectively manage SAN security. Network security can be configured on the FC switch by using               
access control lists (ACLs) and on the fabric by using fabric binding.  
 
ACLs incorporate the device connection control and switch connection control policies. The            
device connection control policy specifies which HBAs and storage ports can be a part of the                
fabric, preventing unauthorized devices from accessing it. Similarly, the switch connection           
control policy specifies which switches are allowed to be part of the fabric, preventing              
unauthorized switches from joining it.  
 
Fabric binding prevents an unauthorized switch from joining any existing switch in the fabric. It               
ensures that authorized membership data exists on every switch and any attempt to connect              
any switch in the fabric by using an ISL causes the fabric to segment. 
 
Role-based access control provides additional security to a SAN by preventing unauthorized            
activity on the fabric for management operations. It enables the security administrator to assign              
roles to users that explicitly specify privileges or access rights after logging into the fabric. For                
example, the zone admin role can modify the zones on the fabric, whereas a basic user may                 
view only fabric related information, such as port types and logged-in nodes. 
 
Logical Partitioning of a Fabric: Virtual SAN 
VSANs enable the creation of multiple logical SANs over a common physical SAN. They provide               
the capability to build larger consolidated fabrics and still maintain the required security and              
isolation between them. Figure 14-6 depicts logical partitioning in a VSAN. 
 
The SAN administrator can create distinct VSANs by populating each of them with switch ports.               
In the example, the switch ports are distributed over two VSANs: 10 and 20 — for the                 



Engineering and HR divisions, respectively. Although they share physical switching gear with            
other divisions, they can be managed individually as standalone fabrics. Zoning should be done              
for each VSAN to secure the entire physical SAN. Each managed VSAN can have only one                
active zone set at a time. VSANs minimize the impact of fabric wide disruptive events because                
management and control traffic on the SAN — which may include RSCNs, zone set 
activation events, and more — does not traverse VSAN boundaries. Therefore, VSANs are a              
cost-effective alternative for building isolated physical fabrics. They contribute to information           
availability and security by isolating fabric events and providing authorization control within a             
single fabric. 
 
IP SAN 
This section describes some of the basic security mechanisms used in IP SAN environments.              
The Challenge-Handshake Authentication Protocol (CHAP) is a basic authentication mechanism          
that has been widely adopted by network devices and hosts. CHAP provides a method for               
initiators and targets to authenticate each other by utilizing a secret code or password. CHAP               
secrets are usually random secrets of 12 to 128 characters. The secret is never exchanged               
directly over the communication channel; rather, a one-way hash function converts it into a hash               
value, which is then exchanged. A hash function, using the MD5 algorithm, transforms data in               
such a way that the result is unique and cannot be changed back to its original form. Figure                  
14-10 depicts the CHAP authentication process. 
 

 
 
 
If the initiator requires reverse CHAP authentication, the initiator authenticates the target by             
using the same procedure. The CHAP secret must be configured on the initiator and the target.                



A CHAP entry, composed of the name of a node and the secret associated with the node, is                  
maintained by the target and the initiator. 
 
The same steps are executed in a two-way CHAP authentication scenario. After these steps are               
completed, the initiator authenticates the target. If both authentication steps succeed, then data             
access is allowed. CHAP is often used because it is a fairly simple protocol to implement and                 
can be implemented across a number of disparate systems. 
 
iSNS discovery domains function in the same way as FC zones. Discovery domains provide              
functional groupings of devices in an IP-SAN. For devices to communicate with one another,              
they must be configured in the same discovery domain. State change notifications (SCNs)             
inform the iSNS server when devices are added to or removed from a discovery domain. Figure                
14-11 depicts the discovery domains in iSNS. 
 
 

 
 

10 a. Explain the various information infrastructure components in classic and virtual Environments. (08              
Marks) 

 Monitoring Parameters 



Storage infrastructure components should be monitored for accessibility, capacity,         
performance, and security. Accessibility refers to the availability of a component to            
perform its desired operation during a specified time period. Monitoring the accessibility            
of hardware components (for example, a port, an HBA, or a disk drive) or software               
component (for example, a database) involves checking their availability status by           
reviewing the alerts generated from the system. For example, a port failure might result              
in a chain of availability alerts. 
 
A storage infrastructure uses redundant components to avoid a single point of failure.             
Failure of a component might cause an outage that affects application availability, or it              
might cause performance degradation even though accessibility is not compromised.          
Continuously monitoring for expected accessibility of each component and reporting any           
deviation helps the administrator to identify failing components and plan corrective           
action to maintain SLA requirements. 
 
Capacity refers to the amount of storage infrastructure resources available. Examples of            
capacity monitoring include examining the free space available on a file system or a              
RAID group, the mailbox quota allocated to users, or the numbers of ports available on               
a switch. Inadequate capacity leads to degraded performance or even          
application/service unavailability. Capacity monitoring ensures uninterrupted data       
availability and scalability by averting outages before they occur. For example, if 90             
percent of the ports are utilized in a particular SAN fabric, this could indicate that a new                 
switch might be required if more 
arrays and servers need to be installed on the same fabric. Capacity monitoring usually              
leverages analytical tools to perform trend analysis. These trends help to understand            
future resource requirements and provide an estimation on the timeline to deploy them. 
 
Performance monitoring evaluates how efficiently different storage infrastructure        
components are performing and helps to identify bottlenecks. Performance monitoring          
measures and analyzes behavior in terms of response time or the ability to perform at a                
certain predefined level. It also deals with the utilization of resources, which affects the              
way resources behave and respond. Performance measurement is a complex task that            
involves assessing various components on several interrelated parameters. The         
number of I/Os performed by a disk, application response time, network utilization, and             
server-CPU utilization are examples of performance parameters that are monitored. 
 
Monitoring a storage infrastructure for security helps to track and prevent unauthorized            
access, whether accidental or malicious. Security monitoring helps to track          
unauthorized configuration changes to storage infrastructure resources. For example,         
security monitoring tracks and reports the initial zoning configuration performed and all            
the subsequent changes. Security monitoring also detects unavailability of information          
to authorized users due to a security breach. Physical security of a storage             
infrastructure can also be continuously monitored using badge readers, biometric scans,           
or video cameras. 
 



15.1.2 Components Monitored 
Hosts, networks, and storage are the components within the storage environment that            
should be monitored for accessibility, capacity, performance, and security. These          
components can be physical or virtualized.  
 
Hosts 
The accessibility of a host depends on the availability status of the hardware             
components and the software processes running on it. For example, a host’s NIC failure              
might cause inaccessibility of the host to its user. Server clustering is a mechanism that               
provides high availability if a server failure occurs. Monitoring the file system capacity             
utilization of a host is important to ensure that sufficient storage capacity is available to               
the applications. Running out of file system space disrupts application availability.  
 
Monitoring helps estimate the file system’s growth rate and predict when it will reach              
100 percent. Accordingly, the administrator can extend (manually or automatically) the           
file system’s space proactively to prevent application outage. Use of virtual provisioning            
technology enables efficient management of storage capacity requirements but is highly 
dependent on capacity monitoring. 
 
Host performance monitoring mainly involves a status check on the utilization of various             
server resources, such as CPU and memory. For example, if a server running an              
application is experiencing 80 percent of CPU utilization continuously, it indicates that            
the server may be running out of processing power, which can lead to degraded              
performance and slower response time. Administrators can take several actions to           
correct the problem, such as upgrading or adding more processors and shifting the             
workload to different servers. In a virtualized environment, additional CPU and memory            
may be allocated to VMs dynamically from the pool, if available, to meet performance              
requirements. 
 
 
Security monitoring on servers involves tracking of login failures and execution of            
unauthorized applications or software processes. Proactive measures against        
unauthorized access to the servers are based on the threat identified. For example, an              
administrator can block user access if multiple login failures are logged. 
 
Storage Network 
Storage networks need to be monitored to ensure uninterrupted communication          
between the server and the storage array. Uninterrupted access to data over the             
storage network depends on the accessibility of the physical and logical components of             
the storage network. The physical components of a storage network include switches,            
ports, and cables. The logical components include constructs, such as zones. Any            
failure in the physical or logical components causes data unavailability. For example,            
errors in zoning, such as specifying the wrong WWN of a port, result in failure to access                 
that port, which potentially prevents access from a host to its storage. 
 



Capacity monitoring in a storage network involves monitoring the number of available            
ports in the fabric, the utilization of the interswitch links, or individual ports, and each               
interconnect device in the fabric. Capacity monitoring provides all the required inputs for             
future planning and optimization of fabric resources. 
 
Monitoring the performance of the storage network enables assessing individual          
component performance and helps to identify network bottlenecks. For example,          
monitoring port performance involves measuring the receive or transmit link utilization           
metrics, which indicates how busy the switch port is. Heavily used ports can cause              
queuing of I/Os on the server, which results in poor performance. 
 
For IP networks, monitoring the performance includes monitoring network latency,          
packet loss, bandwidth utilization for I/O, network errors, packet retransmission rates,           
and collisions. 
 
Storage network security monitoring provides information about any unauthorized         
change to the configuration of the fabric — for example, changes to the zone policies               
that can affect data security. Login failures and unauthorized access to switches for             
performing administrative changes should be logged and monitored continuously. 
 
Storage 
The accessibility of the storage array should be monitored for its hardware components             
and various processes. Storage arrays are typically configured with redundant          
components, and therefore individual component failure does not usually affect their           
accessibility. However, failure of any process in the storage array might disrupt or             
compromise business operations. For example, the failure of a replication task affects            
disaster recovery capabilities. Some storage arrays provide the capability to send           
messages to the vendor’s support center if hardware or process failures occur, referred             
to as a call home.  
Capacity monitoring of a storage array enables the administrator to respond to storage             
needs preemptively based on capacity utilization and consumption trends. Information          
about unconfi gured and unallocated storage space enables the administrator to decide            
whether a new server can be allocated storage capacity from the storage array. 
 
A storage array can be monitored using a number of performance metrics, such as              
utilization rates of the various storage array components, I/O response time, and cache             
utilization. For example, an over utilized storage array component might lead to            
performance degradation. 
 
A storage array is usually a shared resource, which may be exposed to security threats.               
Monitoring security helps to track unauthorized configuration of the storage array and            
ensures that only authorized users are allowed to access it. 
  

 
    b. Write a short notes on the following: 



i) Information Lifecycle Management (ILM). 
ii) Storage Tiering            (08 Marks)  
i)  Information Lifecycle Management (ILM). 

 Information Lifecycle Management 
In both traditional data center and virtualized environments, managing information can           
be expensive if not managed appropriately. Along with the tools, an effective            
management strategy is also required to manage information efficiently. This strategy           
should address the following key challenges that exist in today’s data centers: 

● Exploding digital universe: The rate of information growth is increasing          
exponentially. Creating copies of data to ensure high availability and repurposing           
has contributed to the multifold increase of information growth. 

● Increasing dependency on information: The strategic use of information plays an           
important role in determining the success of a business and provides competitive            
advantages in the marketplace. 

● Changing value of information: Information that is valuable today might become           
less important tomorrow. The value of information often changes over time. 

Framing a strategy to meet these challenges involves understanding the value of            
information over its life cycle. When information is first created, it often has the highest               
value and is accessed frequently. As the information ages, it is accessed less frequently              
and is of less value to the organization. Understanding the value of information helps to               
deploy the appropriate infrastructure according to the changing value of information. 
 
For example, in a sales order application, the value of the information (customer data)              
changes from the time the order is placed until the time that the warranty becomes void                
(see Figure 15-11). The value of the information is highest when a company receives a               
new sales order and processes it to deliver the product. After the order fulfillment,              
customer data does not need to be available for real-time access. The company can              
transfer this data to less expensive secondary storage with lower performance until a             
warranty claim or another event triggers its need. After the warranty becomes void, the              
company can dispose of the information. 
 



 
 
Information Lifecycle Management (ILM) is a proactive strategy that enables an IT            
organization to effectively manage information throughout its life cycle based on           
predefined business policies. From data creation to data deletion, ILM aligns the            
business requirements and processes with service levels in an automated fashion. This            
allows an IT organization to optimize the storage infrastructure for maximum return on             
investment. Implementing an ILM strategy has the following key benefits that directly            
address the challenges of information management: 

● Lower Total Cost of Ownership (TCO): By aligning the infrastructure and           
management costs with information value. As a result, resources are not wasted,            
and complexity is not introduced by managing low-value data at the expense of             
high-value data. 

● Simplified management: By integrating process steps and interfaces with         
individual tools and by increasing automation. 

● Maintaining compliance: By knowing what data needs to be protected for what            
length of time 

● Optimized utilization: By deploying storage tiering 
 
 

Storage Tiering 
Storage tiering is a technique of establishing a hierarchy of different storage types             
(tiers). This enables storing the right data to the right tier, based on service level               
requirements, at a minimal cost. Each tier has different levels of protection,            
performance, and cost. For example, high performance solid state drives (SSDs) or FC             
drives can be configured as tier 1 storage to keep frequently accessed data, and low               
cost SATA drives as tier 2 storage to keep the less frequently accessed data. Keeping               
frequently used data in SSD or FC improves application performance. Moving           



less-frequently accessed data to SATA can free up storage capacity in high            
performance drives and reduce the cost of storage. This movement of data happens             
based on defined tiering policies. The tiering policy might be based on parameters, such              
as file type, size, frequency of access, and so on. For example, if a policy states “Move                 
the files that are not accessed for the last 30 days to the lower tier,” then all the files                   
matching this condition are moved to the lower tier. 
 
Storage tiering can be implemented as a manual or an automated process. Manual             
storage tiering is the traditional method where the storage administrator monitors the            
storage workloads periodically and moves the data between the tiers. Manual storage            
tiering is complex and time-consuming. Automated storage tiering automates the          
storage tiering process, in which data movement between the tiers is performed            
nondisruptively. In automated storage tiering, the application workload is proactively          
monitored; the active data is automatically moved to a higher performance tier and the              
inactive data to a higher capacity, lower performance tier. Data movements between            
various tiers can happen within (intra-array) or between (inter-array) storage arrays. 


