VTU Computer Organization -Solution (18cs34)

Ans 1 Q1 Connection between memory and processor (operating steps) with
diagram?
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NOTE: If a source of destination is a register (R), MAR, MDR steps are not required as registers are
directly accessible to ALU as both reside inside processor. MAR and MDR are required only if we want to
access main memory for read or write operation.

Q2 Basic performance equation and SPEC rating
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Q3 Byte addressability (Big-endian and Little-endian assignments with diagram)

8&0 RJM!’U‘%_

Sucessive oddieaser )m.%u. Ao pul @aR T\ :{oai., Lozad? ona

v M . Tl dennan ba,ﬁ_ -W;—ué} Yr\.bvv'—d\.?/
B wdd &:’ L m?’amw.

£ Locahows Mot oddawiss O, 14 . .

|b<]'tl. i Sbliﬁ .

W owand et of)mdum s 3R — it 5 utresainat  cands
ot Jocded af addipes O, 8 _ . eads L wis%\i

i EM \g.;lkabuo‘.ta)

81‘3, -~ eamdda an Qno\ UH,fe ~emdianm w;awwal -

Thaae 2 wetlsda Wwbwkd‘budhuﬁ?_.ﬂ s
waetiod, seleded ok a{)%gm . K

K[& - 6vi)m %lm - Lo uen L:Q:e aoldresges
as g . nohe f wlicand L C Fvmc,
ogte D ol he \Em,) R ; / By

Litle -~ esmdiann cu.slewWwvf - Llewor byte oddMgcs oua
wed for M tes gy’ Ccand oytes Caighbmael z.am)




ThWe wonds ¢ mwgia /3;¢:.lvu‘£ri cannd : ond  Aes EXY yu'{y'fw ’ ar g u.a.mJ
™ )\J?jﬂv%m o Mg \»»U'JL\ b ( ‘puwm db ) ubl'jmud ta bl
Sl Lrnd "u.f)’Lu&,\,ib =1 WLW -

\ Rote a0 Adecs e 2ute addizss

,'~,(_| f

Wds ane Sad 1o Le alJ.Jv\Qo, Y m«:‘u{j :-b ¢
\oeﬁ:v\ oX a ba'\e. addiesy Hat 43 a vvmi}n'Plc e
Mg aL \od'\u i v o wia .

o B w -

al 44 f~ 1 1 ho- ] I 1 4

Q4 Instruction types (one-address, two-address, three-address instructions)
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MODULE 2

1. With a neat diagram, explain general 8-bit parallel interface.

. i *  «Data lines P7 through Po can be used for
ali .{:l - «rnboth input, and output.

. «In fact, some lines can be used for input &
some for output depending on the pattern

in the Data Direction Register (DDR).
*Processor places an 8-bit patterninto a DDE
If a given bit position in the DDR is 1, the
carresponding data line acts as an output
N line, otherwise it acts as an input line.

Data *C1 and Cz control the interaction between
Flnsins the interface circuit and the IO devices.
*Ready and Accept lines are the handshake
control lines on the processor bus side, and
Mly-addness are connected to Master-ready & Slave-ready

RED i ot *Input signal My-address is connected to the
| ew e "7 output of an address decoder.
[ R contid ke «Three register select lines that allow up to 8

m EEE “2 registersto be selected.
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Ans Vectored Interrupts
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Module 3

Q1 Internal organization of RAM/memory chip/128bit memory chip?

* Memory-cells are organized in the form of array (Figure 8.2).
» Each cell is capable of storing 1-bit of information.
« Each row of cells forms a memory-word.
» All cells of a row are connected to a common line called as Word-Line.
* The cells in each colurmn are connected to Sense/Write circuit by 2-bit-lines.
* The Sense/Write circuits are connected to data-input or output lines of the chip.
= During a write-operation, the sense/write circuit
— receive input information &
— store input info in the cells of the selected word.
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Figure 8.2  Orgonization of bit cells in @ memory chip.

» The data-input and data-output of each Sense/Write circuit are connected to a single bidirectional
data-line.
« Data-line can be connected to a data-bus of the computer.
« Following 2 control lines are also used:
1) R/W' = Specifies the required operation.
2) CS’ = Chip Select input selects a given chip in the multi-chip memory-system.




S-bit row

address I Wo

W,
frl
5-bit : 32 32
decoder . memory cell
' array
W
, — E; EERAL] S Sensel Write
| | I | | I circultry
10-bit I l 1 t 1 I
address’ N\
| 32-to-1 e
[ output multiplexer a
and @
input demultiplexer — G
5-bit column
address r
T
Data
input/output

Figure 5.3. Organization of a 1K x 1 memory chip.

10- bit address line is needed, but there is only one data line resulting in 15 external
connections. 10-bit address is divided into two groups of 5 bits each to form the row and
the column addresses for the cell array. A row address selects a row of 32 cells, all of which
are accessed in parallel. However, according to the column address, only one of these cells
is connected to the external data line by output multiplexer and input demultiplexer.

Q3 Asynchronous and Synchronous DRAM
Asynchronous DRAM or 2M*8 Asynchronous DRAM



* |Less expensive RAMs can be implemented if simple cells are used.

» Such cells cannot retain their state indefinitely. Hence they are called Dynamic RAM (DRAM).
* The information stored in a dynamic memory-cell in the form of a charge on a capacitor.

s This charge can be maintained only for tens of milliseconds.

* The contents must be periodically refreshed by restoring this capacitor charge to its full value.

Bit ling

Word line

1
T

1.
T

Figure 8.6 A single-transistor dynamic memory cell.

s In order to store information in the cell, the transistor T is turned "ON’ (Figure 8.6).
* The appropriate voltage is applied to the bit-line which charges the capacitor.
+ After the transistor is turned off, the capacitor begins to discharge.
» Hence, info. stored in cell can be retrieved correctly before threshold value of capacitor drops down.
* During a read-operation,
— transistor is turned "ON"
— a sense amplifier detects whether the charge on the capacitor is above the threshold value.
» If (charge on capacitor) > (threshold value) = Bit-line will have logic value "1'.
» If (charge on capacitor) < (threshold value) - Bit-line will set to logic value "0'.

RAS
Row Addr. Strobe 1

—> addvess Row | 4096x (512x 8)
latch decoder | * cell array
Agg.o/Agy Sense / Write +— CS
circuits R/
Column
Column
> address —————1>
latch decoder

' |
s — >

Column Addr. Strobe

Figure 5.7. Internal organization of a 2M x 8 dynamic memory chip.

+ During Read/Write-operation,
— row-address is applied first.
— row-address is loaded into row-latch in response to a signal pulse on RAS" input of chip.
(RAS = Row-address Strobe CAS = Column-address Strobe)
+ When a Read-operation is initiated, all cells on the selected row are read and refreshed.
+ Shortly after the row-address is loaded, the column-address is



* 21 bit address is needed to access a byte in the memory. 21 bit is divided as follows:

1) 12 address bits are needed to select a row.
i.e. Ag.p — specifies row-address of a byte.

2) 9 bits are needed to specify a group of 8 bits in the selected row.
i.e. Azp.g — specifies column-address of a byte.

FAST PAGE MODE:
When DRAM in the above diagram is accessed, the contents of all 4096 cells in the selected row are

sensed, but only 8 bits are placed on the data lines D7-0, as selected by as-o. Fast page mode makes it
possible to access the other bytes in the same row without having to reselect the row.
A latch is added at the output of the sense amplifier in each column.

Q6 Explain three types of mapping functions for cache memory.

Main
memory

Block O

Cache
Block 127
Block 1 Block 128

l — Block 129

Block 127

Block 256

Block 257

Block 4095

Tag Block  Word

I 3 l 1 I 4 I!‘-Iam memory address
Figure 8.16  Direct-mapped cache.




DIRECT MAPPING

This technique is easy to implement but not very flexible.

Block j of the main memory maps onto j medulo 128 of the cache. For example, whenever
one of the main memory blocks 0, 128, 256, .... Is loaded in the cache, it is stored in cache
block 0, Main memeory blocks 1, 129, 257, ... are stored in cache block 1 (one at a time), and
so on. Contention may occur for a single cache block required by multiple memory blocks.
E.z when for program execution both memory block 1 and 129 are required but cache block
1 can only store ene memory block. To resclve this, new blocks are allowed to overwrite the
currently resident block.

From example,

4096 memory blocks need to be mapped to 128 cache blocks. j,e, each cache block
identified 32 memory blocks(4096/128).

Main memory address js divided into three parts:

Tag (5 bits): identify which memory block {out of 32 in this case) is currently resident in the
cache

Block (7 bits): cache block position where the new memory block must be stored

Word (4 bits): selects one of the words of the memory block (out of 16 words per block in
this case)

ASSOCIATIVE MAPPING
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Figure 8.17  Associolive-mapped cache.




* Itis more flexible than direct mapping technique but more expensive. Main memory
block can be placed into any cache block position.

* Memory address is divided into two fields:
- Low order 4 bits identify the memory word within a block.
- High order 12 bits or tag bits identify 2 memory block when residing in the cache.

* Flexible, and uses cache space efficiently.

* Replacement algorithms can be used to replace an existing block in the cache when
the cache is full.

* (Costis higher than direct-mapped cache because of the need to search all 128
patterns to determine whether a given block is in the cache.

SET-ASSOCIATIVE MAPPING

Main memory

Block 1
Cache
[ =2 W™ Rk
Setd 4 Block 63
~
¥ Block 64
. Block 2
Setl 9 T Block 65
L Block 3
S —
. ¥ Block 127
. = 2
S 63 < [_ Block 126 -
T lock 129
= Block 127
Block 4095
Tag Set  Word

I & 1 & | 4 [ Main memory address
Figure 8.18  Sel-associative-mapped cache with two blocks per set.

Itis a combination of direct mapping and associative mapping technigues.

Blocks of the cache are grouped into sets, and the mapping allows a block of the main
memeory to reside in any block of a specific set.

Contention problem of direct mapping s eased by having a few choices for block



Module 4

With a figure, explain circuit arrangement for binary division.

* An n-bit positive-divisor is loaded into register M. An n-bit positive-dividend is
loaded into register

Q at the start of the operation. Register Aissetto 0

e After division operation, the n-bit quotient is in register Q, and the remainder is
in register A.

¢ Procedure:

step 1:

Page 11 of 13

Do the following n times

i) If the sign of A is O, shift A and Q left one bit position and subtract M from
A; otherwise, shift A and Q left and add M to A..

ii) Now, if the sign of Ais 0, set g0 to 1; otherwise set g0 to 0.

Step 2:

If the sign of Aiis 1, add M to A (restore).

bit carry look-ahead adder

CARRY-LOOKAHEAD ADDITIONS

e The logic expression for si(sum) and ci+1(carry-out) of stage i are
Si= Xi+yi+ci ------ (1)

ci+1=xiyi+xici+yici ------ (2)
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e Factoring (2) into

ci+1=xiyi+(xi+yi)ci

we can write ci+1=Gi+ PiCi where Gi=xiyi and Pi=xi+yi

e The expressions Gi and Pi are called generate and propagate functions .

e If Gi=1, then ci+1=1, independent of the input carry ci. This occurs when both xi
and yi are 1.

Propagate function means that an input-carry will produce an output-carry when
either xi=1 or yi=1.

e All Gi and Pi functions can be formed independently and in parallel in one logic-
gate delay.

e Expanding ci terms of i-1 subscripted variables and substituting into the ci+1
expression, we obtain

ci+1= Gi+PiGi-1+PiPi-1Gi-2. ... .. +P1GO+PiPi-1... POcO

e Conclusion: Delay through the adder is 3 gate delays for all carry-bits &amp;
4 gate delays for all sum-bits.

e Consider the design of a 4-bit adder. The carries can be implemented as
c1=G0+P0cO

c2=G1+P1G0+P1P0cO

c3=G2+P2G1+P2P1G0+P2P1P0c0O
c4=G3+P3G2+P3P2G1+P3P2P1G0+P3P2P1P0c0O

e The carries are implemented in the block labeled carry-look ahead logic. An
adder implemented in

this form is called a carry-look ahead adder.



e Limitation: If we try to extend the carry-look ahead adder for longer operands,
we run into a

problem of gate fan-in constraints.

Module 5

.Give the control sequence for execution of complete instruction ADD (R3), R1.

Add (R3), R1

Step Action

1 PC.u . MAR , , Read, Selectd4 Add, Z,,
Zow ,PCn Yo, WMFC

MDR ., IR,

R3ut , MAR ., Read

Rl ,Yn, WMFC

MDR ., SelectY, Add, Z,,

Zoa,R1q , End

~N OO U e WN

« Instruction execution proceeds as follows:
Stepl--> The instruction-fetch operation is initiated by
— loading contents of PC into MAR &
— sending a Read request to memary.
The Select signal is set to Select4, which causes the Mux to select constant 4. This value
is added to operand at input B (PC's content), and the result is stored in Z.
Step2--> Updated value in £ is moved to PC. This completes the PC increment operation and
PC will now point to next instruction.
Step3--> Fetched instruction is moved into MDR and then to IR.
The step 1 through 3 constitutes the Fetch Phase.
At the beginning of step 4, the instruction decoder interprets the contents of the IR. This
enables the control circuitry to activate the centrol-signals for steps 4 through 7,
The step 4 through 7 constitutes the Execution Phase.
Stepd--> Contents of R3 are loaded into MAR & a memaory read signal is issued.
StepS--> Contents of R1 are transferred to ¥ to prepare for addition.
Step6--> When Read operation is completed, memory-cperand is available in MDR, and the
addition is performed.
Step7--> Sum is stored in Z, then transferred to R1.The End signal causes a new instruction
fetch cycle to begin by returning to stepl.

3 Explain the differences between Hardwired and Micro-programmed control.
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Instruction
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{c) Pipelined execution

higure 8.1 Basic ideo of instruction pipelining.

The computer is controlled by a clock whose period is such that the fetch and
execute steps of any instruction can each be completed in one clock cycle. Operation of
the computer proceeds as in Figure 8.1¢. In the first clock cycle, the fetch unit feiches
an instruction [; (step F;) and stores it in buffer B1 at the end of the clock cycle. In
the second clock cycle, the instruction fetch unit proceeds with the fetch operation for
instruction I; (step ;). Meanwhile, the execution unit performs the operation specified
by instruction I, which is available to it in buffer B1 (step E;). By the end of the

— Time
Clock cycle 1 2 3 4 3 6 7

Instruction
I FFilDpiE W
L BRID|EB|W
i Fy Dy Ey W;
Iy Fy D, | Eg I W,

(a) Instruction execution divided into four steps

Interstape buffers

T

D : Decode
F:Fetch instruction E: Execute W : Write
instruction and feich operation results
operands

Bl B2 B3

{b) Hardware organization
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Figure 5.33 Organization of data on magnetic fape.



