Important Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the remaining blank pages.
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osing ONE full questton Jfrom each module.

& “Module-1
g 1 a. Discuss the star and snowflake, schema in detail with sultable example (05 Marks)
k. b. Compare Enterprise warehouse Qata mart and Virtual warehouse (06 Marks)
fé C. (05 Marks)
2
% 2 a Differentiate between Designing and Data warehouse and OLAP cube. (05 Marks)
a b. Define ETL and Data cleaning. Describe the data cleaning steps. (06 Marks)
cl_é C. 5 (05 Marks)
q
&
§ 3 a ii) Jacord coefficient
g (06 Marks)
g b. (04 Marks)
‘§ C. (06 Marks)
g
8
i 4 a. Explain the stages mvolved in knowledge dlscovery process w1th 4 neat schematic diagram.
8 4 z - (06 Marks)
% b. Discuss about data .mining. Descnbe the challenges that‘“ motlvated development of data
3 mining. £ 7 Ry (05 Marks)
% c. Explain Samplmg Compare Lmear samplmg Vs Strat1ﬁed sampling. (05 Marks)
& A
. St ¥ Module-3 {
g 5 a Explam FP Growth algonthmffor dlscovermg frequent item sets. What are its limitations?
S % (08 Marks)
% b. )Deﬁne Apriori prmc1p1e EXplam frequent 1tefn ‘Set generation algorithm. (08 Marks)
k> y
(‘i E{l /% N 4 OR
2 6 a Whatis Assoc1at10 Analysis? Explain i ,m brief with an example. (04 Marks)
5 b. Define the followmg with an example*to each :
2 i) Supportofa’ tule 11) Confidence of a rule. (04 Marks)
§ c. Consider the following tragsactlon data set :

Tid 1 2 AW«AC”?;B} 4 5 6 7 8 9 10

Items | {a,b} | {b,c.d} [Macde} | {a.de} | {abc} | {abcd} | {a} | {abc} | {abd} | {bce}
Construct the FP tree. Show the trees separately after reading each transaction. (08 Marks)

y Module-4
7 a. Whatis C1a551ﬁcat10n‘7 Write decision tree induction algorithm. (08 Marks)
b. What are Bayesian classifiers? Explain Bayes theorem for classification. (08 Marks)
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8 a. What are Rule based classifiers? Explain with-an éexjémple (04 Marks)
b. Differentiate between class1ﬁcat10n and predl,“ ion. (04 Marks) -

c. What is the Nearest Neighbor class1ﬁers‘7 erte and explain nearest nexghbor algorithm.
'S (08 Marks)

Module-S

9 a Explam Clustering Analysis methods brleﬂy (04 Marks)
{t ana (04 Marks)
(08 Marks)

(08 Marks)
(08 Marks)

20f2




