
VISVESVARAYA TECHNOLOGICAL UNIVERSITY 
“Jnana Sangama”, Belgaum – 590 018 

 
 

 
 

A project report on 
 

“Analyzing Tweets for Situational Preparedness”  

submitted in partial fulfillment for the award of the degree of  

BACHELOR OF ENGINEERING 

in 

INFORMATION SCIENCE & ENGINEERING  

by 

Aditya Kumar (1CR16IS007) 

Rohit Ranu (1CR16IS084) 

Piyush Raj (1CR16IS065) 

Priti Singh (1CR16IS076) 
 

Under the guidance of 
 

Ms. Priyadharshini A 

Asst. Professor 

Dept. of ISE, CMRIT, Bengaluru 

 

 
 

CMR INSTITUTE OF TECHNOLOGY 
DEPARTMENT OF INFORMATION SCIENCE & ENGINEERING 

#132, AECS Layout, IT Park Road, Bengaluru-560037 

 

2018-19 



VISVESVARAYA TECHNOLOGICAL UNIVERSITY 
“Jnana Sangama”, Belgaum – 590 018 

 

 
 

DEPARTMENT OF INFORMATION SCIENCE & ENGINEERING 

 

Certificate 

 
 

This is to certify that the project entitled, “Analyzing Tweets for Situational Preparedness”, is a 

bonafide work carried out by Aditya Kumar (1CR16IS007), Rohit Ranu (1CR16IS084), Piyush 

Raj (1CR16IS065), and Priti Singh (1CR16IS076) in partial fulfillment of the award of the degree 

of Bachelor of Engineering in Information Science & Engineering of Visvesvaraya Technological 

University, Belgaum, during the year 2018-19. It is certified that all corrections/suggestions indicated 

during reviews have been incorporated in the report. The project report has been approved as it 

satisfies the academic requirements in respect of the project work prescribed for the said Degree.  

 
 

 

 

 
 
 
 

Name & Signature of Guide        Name & Signature of HOD                Signature of Principal 

(Ms. Priyadharshini A)                 (Dr. M Farida Begum)                       (Dr. Sanjay Jain) 
 
 
 
 

External Viva 
 

Name of the Examiners                                                                      Signature with date 
 

1. 

 
  2. 

 



VISVESVARAYA TECHNOLOGICAL UNIVERSITY 
“Jnana Sangama”, Belgaum – 590 018 

 

 
 

DEPARTMENT OF INFORMATION SCIENCE & ENGINEERING 

 

Certificate 

 
 

We, Aditya Kumar (1CR16IS007), Rohit Ranu (1CR16IS084), Piyush Raj (1CR16IS065), and Priti 

Singh (1CR16IS076) , bonafide students of CMR Institute of Technology, Bangalore, hereby declare that the 

report entitled “Analyzing Tweets for Situational Preparedness” has been carried out by us under the 

guidance of Ms. Priyadharshini A, Assistant Professor, CMRIT Bangalore, in partial fulfillment of the 

requirements for the award of the degree of Bachelor of Engineering in Information Science Engineering, of 

the Visvesvaraya Technological University, Belgaum during the academic year 2018-2019. The work done in 

this dissertation report is original and it has not been submitted for any other degree in any university. 

 
 

Aditya Kumar (1CR16IS007)  

Rohit Ranu (1CR16IS084) 

Piyush Raj (1CR16IS065) 

Priti Singh (1CR16IS076)  



ii  

 

 

 

ABSTRACT 

 
The threat monitor, gathers tweets from a set of Twitter accounts, filters them to target solely the 

monitored infrastructure, classifies remaining tweets as either relevant or not, aggregates tweets 

related to same threat using a stream clustering approach, and generates indicators of compromise 

suitable for threat sharing platforms. The results obtained from the model design experiments 

revealed that using a single classification model for the complete monitored infrastructure is 

preferable to using an ensemble of models for different infrastructure parts. 
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Chapter 1 

       PREAMBLE 

 

Introduction: 

A security analyst must be aware of the latest developments regarding updates, patches, mitigation 

measures, vulnerabilities, attacks, and exploits to protect an infrastructure adequately. Awareness should 

raise within the Security Operations Center (SOC) through Security Information and Event Management 

(SIEM) software, thereby allowing correlating the latest information available with infrastructure events. 

There are two primary ways of obtaining cybersecurity news. One is to purchase a curated feed from a 

specialised company such as SenseCy . Another, is to collect Open Source Intelligence (OSINT) publicly 

available from various sources on the internet (e.g., Threat post). Although there are numerous so-called 

threat intelligence tools (e.g., SpiderFoot, IntelMQ , and AlienVault OTX ), their main focus is on 

collecting security-related OSINT. 

From a wide variety of sources. At most, they apply simple keyword based queries and filters to decrease 

the big volume of information but do not provide more elaborated processing or analysis. To overcome 

the limitations of keyword-based methods these tools have to be adapted or extended, configured, and 

possibly, complemented by the end user. However, recent work demonstrates that different types of useful 

information and Indicators of Compromise (IoC) can be obtained from OSINT if more sophisticated  

analysis techniques are applied. These results highlight the gap between the current capabilities of existing 

OSINT-based tools and the potential that OSINT can raise. To fill this gap, we considered the problem of 

designing an OSINT-based tool to keep SOC analysts aware of the threat landscape against the 

infrastructures under their responsibility. Besides choosing sources and collecting OSINT, this requires 

selecting only the information related to the security of the monitored infrastructure assets and joining 

identical information published by different sources. Given the volume of information, this is a time-

consuming task for which security analysts have a limited time budget, even though the quality of their 

work depends on this awareness.  

To this end, we developed a Twitter-based streaming threat monitor called SYNAPSE. SYNAPSE’s 

pipeline is composed of filtering, feature extraction, binary classification, aggregation, and generation of 

indicators of compromise. More specifically, an automated tool gathers tweets from security related 

accounts, a supervised machine learning technique selects those relevant for the specified infrastructure 
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being monitored, and a clustering method avoids presenting repeated or unnecessary information. Twitter 

was chosen for two main reasons. First, Twitter is well-recognised as a relevant source of short notices 

(almost in real-time) about web activity and occurring events. Second, the limited size of a tweet makes 

it simple to process through general-purpose machine learning approaches, which enable low error levels 

across multiple domains of application. Furthermore, although short, tweets provide enough elements to 

categorise their content, as well as links for more detailed material. 
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Chapter 2 

LITERATURE SURVEY 

A. Data Collection  

 

The data collector module requires a set of accounts; from which it will collect every tweet posted using 

Twitter’s stream API. These accounts can be from security analysts and companies, vendors, hackers, 

researchers, among others. They are chosen considering the likelihood of users tweeting about the security 

of elements belonging to the monitored IT infrastructure. Since most security analysts already follow 

OSINT sources (including Twitter accounts), it is just a matter of including them in the account set to 

tailor and improve OSINT coverage. We opted to collect tweets from selected accounts instead of using a 

keyword-based approach since the latter is likely to retrieve large amounts of irrelevant information, an 

approach already in use in the literature. For instance, tweets with the word “windows” include all 

Windows-related topics (the OS) and all tweets referring glass windows, besides other non-security related 

topics. By collecting tweets only from selected security-related accounts, a more substantial fraction of 

tweet are related to IT security, leaving the focus on filtering tweets not mentioning threats related to the 

specified IT infrastructure.  

 

B. Filtering  

 

Despite the account-based collection approach, most likely the collected data will include tweets unrelated 

to the infrastructure under the analyst’s care. These have to be dropped by a filter. The filtering approach 

assumes that a tweet referring a threat to a particular IT infrastructure asset has to metaset properties. 

Therefore, a second input is required: a set of keywords describing the assets of the monitored IT 

infrastructure. Only tweets that include at least one of the keywords will pass the filter. Keywords further 

restrict the scope of the security events, hence decreasing the number of irrelevant tweets beyond the filter. 

To maximize the effectiveness of the tool, the keywords defining the monitored assets must be as complete 

as possible .Keywords can, in part, be learned from logs and network traffic within the infrastructure, but 

have to be complemented with slang and other informal terms The complete details of the proposed system 

is given below commonly used by IT professionals. Although that work is out of the scope of this article, 
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this process may be substantially automated. For example, if the analyst is in charge of securing a Linux 

cluster running virtual machines to serve a web  

service with a database, the keyword set could be {linux, ssh, virtualbox, vbox, mysql, apache http, php}. 

In principle, the more complete and specific the keyword set, the more effective the filtering process will 

be. For example, instead of using only “Linux”, the analyst could also specify the specific distribution in 

use.  

 

C. Pre-processing and Feature Extraction  

Pre-processing aims to normalise the tweet representation. First, all characters are converted to lower case, 

and stop words and hyperlinks are removed (these offer little information since they are shortened 

URLs).Numbers, dots, and hyphens are replaced by their textual representation (e.g., “2” to “two”), as 

these are relevant to  

distinguish software versions (e.g., Mozilla Firefox 4.5.1-2). Finally, all non [a-z] characters are removed. 

For instance, after pre-processing, the tweet,  

#Oracle #Linux6/7: Unbreakable Enterprise kernel (ELSA-2016-3573) https://t.co/vLTel8NodG 

#Nessus becomes: oracle linux six seven unbreakable enterprise kernel else a hyphen two thousand  

and sixteen hyphen three thousand five hundred and seventy-three Nessus  

Before classification tweets must be converted to a numerical format, thus becoming suitable for 

supervised learning binary classification techniques. This work uses the well-known Term Frequency - 

Inverse Document Frequency (TFIDF)method. TF-IDF computes weights to words (features) based on 

their occurrence frequency in each specific document and group of documents considered. The weight of 

a word increases with its frequency of occurrence in a single document but is scaled down by the frequency 

of occurrence in all documents. By mapping each consecutive word token to a corresponding vector 

position, tweets are converted to a constant size, zero-padded, TF-IDF numeric vector. Finally, to limit 

the size of the vector we employ the hashing trick technique.  
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D. Classification 

For the classification of tweets according to their security relevance, two classifiers were tested: Support 

Vector Machines (SVM) and Multi-Layer Perceptron (MLP) \Neural Networks (NN). The SVM is a 

broadly used classifier achieving good results across a multitude of application domains. In this paper we 

consider the linear version of SVM. The MLP is a well-established and frequently used NN architecture 

that has a long track record of good and consistent results over a vast  

number of classification tasks.  

 

E. Clustering  

An aggregation phase should be included in threat intelligence tools to remove duplicate information and 

provide a concise summary of the current threat landscape. To perform such summarization, we have 

proposed a clustering algorithm. Clustering is a data-exploration technique designed to find groups of  

similar items within a set, and therefore is a natural choice for the problem of finding tweets discussing 

the same threats. SYNAPSE clustering stage relies on a stream clustering methodology supported by the 

k-means algorithm. k-means is a a widely used algorithm that has provided good efficiency and empirical 

success over the last 50 years.F. MISP Compatible  IoC Generation After the clustering phase, the  

clusters of tweets should be transformed into the IoC format to allow their inclusion name keywords  

TABLE I: The infrastructure designed for tweet collection and altering and its subdivision in four coherent 

parts.in SIEMs or threat intelligence platforms. There are several standards for sharing IoCs, such as STIX 

or MISP. The format must be extendible and adaptable as tweets are unstructured and contain 

unpredictable content. For these reasons the MISP format has been selected to generate IoCs . Moreover, 

it can be easily converted into other standard formats like STIX. To ease the correlation of the collected 

threats within the threat intelligence platforms, events should be categorized using tags, added according 

to a set of threat categories. The categories can be adapted from existing taxonomies, such as those from 

ENISA and VERIS for cyberthreats.in SIEMs or threat intelligence platforms. There are several standards 

for sharing IoCs, such as STIX or MISP. The format must be extendible and adaptable as tweets are 

unstructured and contain unpredictable content. For these reasons the MISP format has been selected to 

generate IoCs. Moreover, it can be easily converted into other standard formats like STIX. To ease the 
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correlation of the collected threats within the threat intelligence platforms, events should be categorized 

using tags, added according to a set of threat  

categories. The categories can be adapted from existing taxonomies, such as those from ENISA and 

VERIS for cyber threats.   
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Chapter 3 

Theoretical Background 

 

3.1 Overview on Machine Learning 

 

Machine learning is an application of artificial intelligence (AI) that gives systems the ability to 

automatically learn and evolve from experience without being specially programmed by the programmer. 

The process of learning begins with observations or data, such as examples, direct experience, or 

instruction, in order to look for patterns in data and make better decisions in the future based on the 

examples that we provide. The main aim of machine learning is to allow computers to learn automatically 

and adjust their actions to improve the accuracy and usefulness of the program, without any human 

intervention or assistance. Traditional writing of programs for a computer can be defined as automating 

the procedures to be performed on input data in order to create output artefacts. Almost always, they are 

linear, procedural and logical. A traditional program is written in a programming language to some 

specification, and it has properties like:  

 

• We know or can control the inputs to the program.  

• We can specify how the program will achieve its goal.  

• We can map out what decisions the program will make and under what conditions it makes them.  
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• Since we know the inputs as well as the expected outputs, we can be confident  that the program will 

achieve its goal.  

 

Traditional programming works on the premise that, as long as we can define what a program needs to 

do, we are confident we can define how a program can achieve that goal. This is not always the case as 

sometimes, however, there are problems that you can represent in a computer that you cannot write a 

traditional program to solve. Such problems resist a procedural and logical solution. They have properties 

such as:  

• The scope of all possible inputs is not known beforehand.  

• You cannot specify how to achieve the goal of the program, only what that goal is.  

• You cannot map out all the decisions the program will need to make to achieve its goal.  

• You can collect only sample input data but not all possible input data for the program.  

 

Problems like this resist traditional programmed solutions because manually specifying a solution would 

require a disproportionate amount of resources. Furthermore, when new inputs arise, the rules may change, 

thereby necessitating changes to the program. In such cases as these, machine learning might be the 

optimum approach to use in deriving a solution to the way the problem is represented on the computer. 

Machine learning techniques can be broadly categorized into the following types: Supervised learning 

takes a set of feature/label pairs, called the training set. From this training set the system creates a 

generalised model of the relationship between the set of descriptive features and the target features in the 

form of a program that contains a set of rules. The objective is to use the output program produced to 

predict the label for a previously unseen, unlabelled input set of features, i.e. to predict the outcome for 

some new data. Data with known labels, which have not been included in the training set, are classified 

by the generated model and the results are compared to the known labels. This dataset is called the test 

set. The accuracy of the predictive model can then be calculated as the proportion of the correct predictions 

the model labelled out of the total number of instances in the test set. Unsupervised learning takes a dataset 

of descriptive features without labels as a training set. In unsupervised learning, the algorithms are left to 

themselves to discover interesting structures in the data. The goal now is to create a model that finds some 

hidden structure in the dataset, such as natural clusters or associations. Unsupervised learning studies how 

systems can infer a function to describe a hidden structure from unlabelled data. The system does not 
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figure out the right output, but it explores the data and can draw inferences from datasets to describe 

hidden structures from unlabelled data. Unsupervised learning can be used for clustering, which is used 

to discover any inherent grouping that are already present in the data. It can also be used for association 

problems, by creating rules based on the data and finding relationships or associations between them. 

Semi-supervised machine learning falls somewhere in between supervised and unsupervised learning, 

since they use both labelled and unlabelled data for training typically a small amount of labelled data and 

a large amount of unlabelled data. The systems that use this method are able to considerably improve 

learning accuracy. Usually, semi supervised learning is chosen when the acquired labelled data requires 

skilled and relevant resources in order to train it / learn from it. Otherwise, acquiring labelled data 

generally does not require additional resources. Reinforcement machine learning algorithms is a learning 

method that interacts with its environment by producing actions and discovers errors or rewards. Trial and 

error search and delayed reward are the most relevant characteristics of reinforcement learning. This 

method allows machines and software agents to automatically determine the ideal behaviour within a 

specific context in order to maximize its performance. Simple reward feedback is required for the agent 

to learn which action is best; this is known as the reinforcement signal 

 

 

 

. 
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3.2 Machine Learning Tools  

 

There are many different software tools available to build machine learning models and to apply these 

models to new, unseen data. There are also a large number of well defined machine learning algorithms 

available. These tools typically contain libraries implementing some of the most popular machine learning 

algorithms. They can be categorized as follows:  

• Pre-built application-based solutions.  

• Programming languages which have specialized libraries for machine learning.  

The first option includes well-known frameworks such as WEKA, Knime Analytics Platform, RapidMiner 

Studio and SAS Enterprise Miner. WEKA is open source and very popular among researchers and 

developers. It is used and referred to in many of the research papers found in the literature. Using WEKA 

it is possible to train and evaluate model very quickly. Despite its ease of use however, the WEKA and 

other frameworks do not show how they work or how they obtained the given outcome. In other words, 

most of these frameworks are black boxes which limit or outright stop user experimentation or 

improvements. This also means that it is difficult to analyze and understand the results. Using 

programming languages to develop and implement models is more flexible and  

gave us better control of the parameters to the algorithms. It also allows us to have a better understanding 

of the output models produced. Some of the popular \programming languages used in the Fifield of 

machine learning are:  

 

• Python: Python is an extremely popular choice in the Fifield of machine learning and AI development.  

Its short and simple syntax make it extremely easy to learn and use. It supports both object oriented and 

functional oriented styles of programming as well. In addition to this, Python has a number of libraries  

which have been developed for machine learning, such as Numpy, Pandas and SciKit-learn.  

 

• R: R is one of the most effective and efficient languages for analysing and manipulating data in statistics. 

Using R, we can easily produce well-designed publication-quality plot, including mathematical symbols 

and formulae where needed. Apart from being a general purpose language, R has numerous of packages 

like RODBC, Gmodels, Class and Tm which are used in the field of machine  
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learning. These packages make the implementation of machine learning algoeasy, for cracking the 

business associated problems.  

 

• MATLAB: MATLAB is a programming language developed by MathWorks. Created primarily for 

numerical computing, MATLAB is also extremely popular among machine learning programmers. It is 

heavily used in statistical analysis and complex systems. MATLAB excels at handling matrices, making 

it especially useful in image recognition. It is an extremely versatile language which allows matrix 

manipulations, implementation of algorithms and creation of user interfaces. It is also able to interface 

with other programming languages like C, Fortran and Java.  

. 

• Scala: Scala is a general purpose programming language which supports functional programming and 

strong static typing. It is easy to build scalable big data applications in the path provided by Scala with 

regard to complexity and data size. There are many well-designed libraries in Scala that are suitable for 

linear algebra, random number generation, and scientific computing. The standard scientific library 

contains special functions such as numerical algebra, non-uniform random generation, and many others. 

The data library supported by Scala, Saddle provides a solid foundation for manipulation of data through 

array-backed support, robustness to missing values, automatic data alignment, and 2D data structures. 

 

• BERT: BERT, which stands for Bidirectional Encoder Representations from Transformers. Unlike 

recent language representation models, BERT is meant to pretrain deep bidirectional representations 

from unlabelled text by jointly conditioning on both left and right context layers. As a result, the pre-

trained BERT model is finetuned with only one additional output layer to make state-of-the-art models 

for a good range of tasks, like question answering and language inference, without substantial task 

specific architecture modifications. 

BERT has dramatically accelerated NLU like anything and Google’s move to open source BERT has 

probably changed natural language processing forever. The machine learning ML and NLP communities 

are very excited about BERT as it takes a huge amount of heavy lifting out of their hand being able to 

carry out research in natural language. It has been pre-trained on tons of words – and on the entire of 

English Wikipedia 2,500 million words. 
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BERT is a technology to generate “contextualized” word embeddings/vectors, which is its biggest 

advantage but also it’s biggest disadvantage as it is very compute-intensive at inference time, meaning 

that if you want to use it in production at scale, it can become costly. 

BERT models to both ranking and featured snippets in Search, we’re able to do a much better 

job  helping you find useful information. In fact, when it comes to ranking results, BERT will help 

Search better understand one in 10 searches in the U.S. in English. 

BERT is pre-trained on two NLP tasks: 

1.Masked Language Modeling 

2.Next Sentence Prediction 

 

Masked LM (MLM) 
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Before feeding word sequences into BERT, 15% of the words in each sequence are replaced with a [MASK] 

token. The model then attempts to predict the original value of the masked words, based on the context 

provided by the other, non-masked, words in the sequence. In technical terms, the prediction of the output 

words requires: 

1. Adding a classification layer on top of the encoder output. 

2. Multiplying the output vectors by the embedding matrix, transforming them into the vocabulary 

dimension. 

3. Calculating the probability of each word in the vocabulary with softmax. 

Next Sentence Prediction (NSP): BERT training process, the model receives pairs of sentences as input 

and learns to predict if the second sentence in the pair is the subsequent sentence in the original 

document. During training, 50% of the inputs are a pair in which the second sentence is the 

subsequent sentence in the original document, while in the other 50% a random sentence from the 

corpus is chosen as the second sentence. The assumption is that the random sentence will be 

disconnected from the first sentence. To help the model distinguish between the two sentences in 

training, the input is processed in the following way before entering the model:  

1. A [CLS] token is inserted at the beginning of the first sentence and a [SEP] token is inserted at the 

end of each sentence. 

2. A sentence embedding indicating Sentence A or Sentence B is added to each token. Sentence 

embeddings are similar in concept to token embeddings with a vocabulary of 2. 

3. A positional embedding is added to each token to indicate its position in the sequence. The concept 

and implementation of positional embedding are presented in the Transformer paper. 

To predict if the second sentence is indeed connected to the first, the following steps are performed: 

• The entire input sequence goes through the Transformer model. 
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• The output of the [CLS] token is transformed into a 2×1 shaped vector, using a simple classification 

layer (learned matrices of weights and biases). 

• Calculating the probability of IsNextSequence with softmax. 

When training the BERT model, Masked LM and Next Sentence Prediction are trained together, with the 

goal of minimizing the combined loss function of the two strategies. 

1. A [CLS] token is inserted at the beginning of the first sentence and a [SEP] token is inserted at the 

end of each sentence. 

2. A sentence embedding indicating Sentence A or Sentence B is added to each token. Sentence 

embeddings are similar in concept to token embeddings with a vocabulary of 2. 

3. A positional embedding is added to each token to indicate its position in the sequence. The concept 

and implementation of positional embedding are presented in the Transformer paper. 

To predict if the second sentence is indeed connected to the first, the following steps are performed: 

• The entire input sequence goes through the Transformer model. 

• The output of the [CLS] token is transformed into a 2×1 shaped vector, using a simple classification 

layer (learned matrices of weights and biases). 

• Calculating the probability of IsNextSequence with softmax. 
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Chapter 4 

SYSTEM REQUIREMENT 

A software requirements specification (SRS) is a description of a software system to be developed. It lays 

out functional and non-functional requirements, and may include a set of use cases that describe user 

interactions that the software must provide. Why SRS?In order to fully understand ones project, it is very 

important that they come up with a SRS listing out their requirements, how are they going to meet it and 

how will they complete the project. It helps the team to save upon their time as they are able to comprehend 

how are going to go about the project. Doing this also enables the team to find out about the limitations 

and risks early on.SRS also functions as a blueprint for completing a project with as little cost growth as 

possible. SRS is often referred to as the parent document because all subsequent project management 

documents, such as design specif`ications, statements of work, software architecture specification, testing 

and validation plans, and documentation plans, are related to it.  

 

 

4.1 Functional Requirement  

 

Functional Requirement defines a function of a software system and how the system must behave when 

presented with specific inputs or conditions. These may include calculations, data manipulation and 

processing and other specific functionality. Following are the functional requirements on the system:  

1. All the data must be in the same format as a structured data.  

2. The data collected will be vectorised and sent across to the classifier.  

3. Based on the given data, the classifier given us a classification and provides us with accuracy. 

 

4.2 Non Functional Requirements  

 

Non-functional requirements are the requirements which are not directly concerned with the specific 

function delivered by the system. They specify the criteria that can be used to judge the operation of a 

system rather than specific behaviours. They may relate to emergent system properties such as 
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reliability, response time and store. Non-functional requirements arise through the user needs, because 

of budget constraints, organizational policies and the need for interoperability with other software and 

hardware systems. 
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Chapter 5 

SYSTEM ANALYSIS 

 

Analysis is the process of fifinding the best solution to the problem. System analysis is the process by 

which we learn about the existing problems, defifine objects and requirements and evaluates the solutions. 

It is the way of thinking about the organization and the problem it involves, a set of technologies that helps 

in solving these problems. Feasibility study plays an important role in system analysis which gives the 

target for design and development.  

 

5.1 Feasibility Study  

 

All systems are feasible when provided with unlimited resource and infifinite time. It is a formally 

documented output that summarizes results of the analysis and evaluations conducted to review the 

proposed solution and investigate project alternatives for the purpose of identifying if the project is really 

feasible, cost-effffective and profifitable. It describes and supports the most feasible solution applicable 

to the project. So it is both necessary and prudent to evaluate the feasibility of the system at the earliest 

possible time.If project risk is great, the feasibility of producing quality software is reduced.In this case 

there are three key considerations involved in the feasibility analysis.  

 

5.1.1 Economical Feasibility  

 

As we all know hospitals are expensive and going to it cannot be ignored if you are sick. Going to a 

hospital and getting tested regularly is very costly. This code helps us to early identify the disease within 

fifirst few visits. The money required for multiple testing is saved.  
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5.1.2 Technical Feasibility  

 

The algorithm takes data from multiple sources and brings it down to a few specific categories. This gives 

accurate information of the condition of the patient and the accurate output if he/she has the disease or 

not.  

 

5.1.3 Social Feasibility  

 

As the machine does most of the analysing part of the data generated. The doctors and staff is free to 

handle other more necessary tasks in hand and it helps in betterment of the health care society.  

 

5.2 Analysis  

 

5.2.1 Technical Analysis  

 

The performance of the system can be increased if the technical analysis is done well. The systems 

hardware requirements must be taken into consideration. The software must go hand in hand with the hard 

ware else the efficiency of the system deteriorates.  

 

1. Changes to bring in the system: All changes should be in positive direction, there will be increased 

level of efficiency and better customer service.  

2. Required skills: Platforms tools used this project are widely used.  

3. Acceptability: The structure of the system is kept feasible enough so that there should not be any 

problem from the users point of view.  

 

5.2.2 Economical Analysis  

there are about 44 million people worldwide suffering from Alzheimer’s disease. Only one out of four 

diseased gets diagnosed and gets treatment on time. This could hinge with such techniques coming up 
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and helping the needful. We will have a huge economic surge in the medicine industry as many patients 

will be finding out in early stages. 
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Chapter 6 

 

IMPLEMENTATION 

 

The following snapshots define the implementation of our project 

Dataset downloaded from Kaggle website 

 

 

Libraries used: 

• Pandas  It is a data manipulation tool. It is built on the Numpy package and its key data structure 

is called the DataFrame.  

• DataFrames allows us to store and manipulate tabular data in rows and columns. 

• NumPy: It is a library consisting of multidimensional array objects and a collection of routines for 

processing those arrays. Using NumPy mathematical and logical operations on arrays can be 

performed. 

 

We downloaded the tweets using tweepy and created a DataFrame from it. 
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Intializing the DataSets 
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Input to the Model: 

 

 

 

Data Cleaning and Handling Null Values: 
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Converting examples to features: 
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Create a model: 
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Training the Model: 

 

 

 

 

Predicting from Model: 
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Chapter 7 

 

  RESULTS 

 

For the training Dataset: 
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For the Tweets: 
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Chapter 8 

 

  CONCLUSION 

 

The threat monitor, named SYNAPSE, gathers tweets from a set of Twitter accounts, filters them to target 

solely the monitored infrastructure, classifies remaining tweets as either relevant or not, aggregates tweets 

related to same threat using a stream clustering approach, and generates indicators of compromise suitable 

for threat sharing platforms. The results obtained from the model design experiments revealed that using 

a single classification model for the complete monitored infrastructure is preferable to using an ensemble 

of models for different infrastructure parts. 

 

 

 

 

 

 

 

 

 

 

 

 

 



 Analyzing Tweets for Situational Preparedness  
  

 

Dept. of ISE, CMRIT  2019-2020 31  

 

 

 

Chapter 9 

 

  FUTURE SCOPE 

 

• This model can be used for the analysis of rating of the product. 

• The future of analyzing tweets is going to continue to dig deeper, far past the surface of the number 

of likes, comments and shares, and aim to reach, and truly understand, the significance of social 

media interactions and what they tell us about the consumers behind the screens. 

•  We believe that tweet analysis will only increase in importance as more and more people use 

online channels to communicate, both directly and indirectly, with corporations. 
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