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Abstract

Agriculture is a major contributor to the Indian economy. The com-

mon problem existing among the Indian farmers are they don’t choose

the right crop based on their soil requirements. Due to this they face

a serious setback in productivity. This problem of the farmers has been

addressed through precision agriculture. Precision agriculture is a mod-

ern farming technique that uses research data of soil characteristics, soil

types, crop yield data collection and suggests the farmers the right crop

based on their site-specific parameters. This reduces the wrong choice on

a crop and increases the productivity. In this project, we are building an

intelligent system, which intends to assist the Indian farmers in making

an informed decision about which crop to grow depending on the sowing

season, his farm’s geographical location and soil characteristics. Further

the system will also provide the farmer, the yield prediction if he plants

the recommended crop.

Keywords: Precision Agriculture, yield pridiction.
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Chapter 1

Preamble

1.1 Introduction

A farmer’s decision about which crop to grow is generally clouded by his intuition and

other irrelevant factors like making instant profits, lack of awareness about market

demand, overestimating a soil’s potential to support a particular crop, and so on.

A very misguided decision on the part of the farmer could place a significant strain

on his family’s financial condition. Perhaps this could be one of the many reasons

contributing to the countless suicide cases of farmers that we hear from media on a

daily basis. In a country like India, where agriculture and related sector contributes

to approximately 20.4 per cent of its Gross Value Added (GVA) [2], such an erroneous

judgment would have negative implications on not just the farmer’s family, but the

entire economy of a region. For this reason, we have identified a farmer’s dilemma

about which crop to grow during a particular season, as a very grave one. The need

of the hour is to design a system that could provide predictive insights to the Indian

farmers, thereby helping them make an informed decision about which crop to grow.

With this in mind, we propose a system, an intelligent system that would consider

environmental parameters (temperature, rainfall, geographical location in terms of

state) and soil characteristics (pH value, soil type and nutrients concentration) before

recommending the most suitable crop to the user.

1.2 Existing System

More and more researchers have begun to identify this problem in Indian agriculture

and are increasingly dedicating their time and efforts to help alleviate the issue. Dif-

ferent works include the use of Regularized Greedy Forest to determine an appropriate

crop sequence at a given time stamp. Another approach proposes a model that makes

use of historical records of meteorological data as training set. Model is trained to

1



Intelligent Crop Recommendation System using ML Chapter 1

identify weather conditions that are deterrent for the production of apples. It then

efficiently predicts the yield of apples on the basis of monthly weather patterns. The

use of several algorithms like Artificial Neural Network, K Nearest Neighbors, and

Regularized Greedy Forest is demonstrated in [5] to select a crop based on the pre-

diction yield rate, which, in turn, is influenced by multiple parameters. Additional

features included in the system are pesticide prediction and online trading based on

agricultural commodities.

1.2.1 Drawbacks

One shortcoming that we identified in all these notable published works was that the

authors of each paper concentrated on a single parameter (either weather or soil) for

predicting the suitability of crop growth. However, in our opinion, both these factors

should be taken together into consideration concomitantly for the best and most

accurate prediction. This is because, a particular soil type may be fit for supporting

one type of crop, but if the weather conditions of the region are not suitable for that

crop type, then the yield will suffer.

1.3 Proposed System

We to eliminate the aforementioned drawbacks, we propose an Intelligent Crop Rec-

ommendation system- which takes into consideration all the appropriate parameters,

including temperature, rainfall, location and soil condition, to predict crop suitabil-

ity. This system is fundamentally concerned with performing the primary function of

AgroConsultant, which is, providing crop recommendations to farmers algorithms.We

also provide the profit analysis on crops grown in different states which gives the user

an easy and reliable insight to decide and plan the crops.

1.4 Plan of Implementation

The steps involved in this system implementation are:-

a) Acquisition of Training Dataset:The accuracy of any machine learning al-

gorithm depends on the number of parameters and the correctness of the training

dataset.For the system, we are using various datasets all downloaded for government

website and kaggle.

Datasets include:-

Cost of cultivation per ha dataset for major crops in each state

Yield dataset

Dept Of ISE, CMRIT, Bengaluru - 560037 2



Intelligent Crop Recommendation System using ML Chapter 1

Modal price of crops

Standard price of crops

Soil nutrient content dataset

Rainfall Temperature dataset

b) Data Preprocessing: This step includes replacing the null and 0 values for yield

by -1 so that it does not effect the overall prediction.Further we had to encode the

data-set so that it could be fed into the neural network.

c)Training model and crop recommendation:After the preprocessing step we

used the data-set to train different machine learning models like neural network and

linear regression to attain accuracy as high as possible.

1.5 Problem Statement

Failure of farmers to decide on the best suited crop for his land using traditional and

non-scientific methods is a serious issue for a country where approximately 50 percent

of the population is involved in farming.Both availability and accessibility of correct

and up to date information hinders potential researchers from working on developing

country case studies.With resources within our reach we have proposed a system

which can address this problem by providing predictive insights on crop sustainability

and recommendations based on machine learning models trained considering essential

environmental and economic parameters.

1.6 Objective of the Project

• To build a robust model to give correct and accurate prediction of crop sustain-

ability in a given state for the particular soil type and climatic conditions.

• Provide recommendation of the best suitable crops in the area so that the farmer

does not incur any losses

• Provide profit analysis of various crops based on previous years data.

.

Dept Of ISE, CMRIT, Bengaluru - 560037 3



Chapter 2

Literature Survey

Crop Selection Method to Maximize Crop Yield Rate using Machine Learn-

ing Technique Authors: Rakesh Kumar, M.P. Singh, Prabhat Kumar and

J.P. Singh

This paper proposed a method named Crop Selection Method (CSM) to solve crop

selection problem, and maximize net yield rate of crop over season and subsequently

achieves maximum economic growth of the country. The proposed method may im-

prove net yield rate of crops.

AgroConsultant: Intelligent Crop Recommendation System Using Ma-

chine Learning Algorithms Authors: Zeel Doshi, Subhash Nadkarni, Rashi

Agrawal, Prof. Neepa Shah

This paper, proposed and implemented an intelligent crop recommendation sys-

tem, which can be easily used by farmers all over India. This system would assist

the farmers in making an informed decision about which crop to grow depending on

a variety of environmental and geographical factors. We have also implemented a

secondary system, called Rainfall Predictor, which predicts the rainfall of the next 12

months.

Development of Yield Prediction System Based on Real-time Agricultural

meteorological Information Haedong Lee *, Aekyung Moon* * ETRI, 218

Gajeong-ro, Yuseong-gu, 305-700, Korea

This paper contains about the research and the building of an effective agricultural

yield forecasting system based on real-time monthly weather. It is difficult to predict

the agricultural crop production because of the abnormal weather that happens every

year and rapid regional climate change due to global warming. The development of

agricultural yield forecasting system that leverages real-time weather information is

urgently required. In this research, we cover how to process the number of weather
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data(monthly, daily) and how to configure the prediction system. We establish a

non-parametric statistical model on the basis of 33 years of agricultural weather in-

formation. According to the implemented model, we predict final production using

the monthly weather information. This paper contains the results of the simulation.

Analysis of Soil Behaviour and Prediction of Crop Yield using Data Mining

Approach Monali Paul, Santosh K. Vishwakarma, Ashok Verma Computer

science and Engineering GGITS, Jabalpur

This work presents a system, which uses data mining techniques in order to predict

the category of the analyzed soil datasets. The category, thus predicted will indicate

the yielding of crops. The problem of predicting the crop yield is formalized as a

classification rule, where Naive Bayes and K-Nearest Neighbor methods are used.

Crop Recommendation System for Precision Agriculture S.Pudumalar*,

E.Ramanujam*, R.Harine Rajashree, C.Kavya, T.Kiruthika, J.Nisha.

This paper, proposes a recommendation system through an ensemble model with

majority voting technique using Random tree, CHAID, K-Nearest Neighbor and Naive

Bayes as learners to recommend a crop for the site specific parameters with high

accuracy and efficiency.
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Chapter 3

Theoretical Background

3.1 Overview on Machine Learning

Machine learning is an application of artificial intelligence (AI) that gives systems

the ability to automatically learn and evolve from experience without being specially

programmed by the programmer. The process of learning begins with observations or

data, such as examples, direct experience, or instruction, in order to look for patterns

in data and make better decisions in the future based on the examples that we provide.

The main aim of machine learning is to allow computers to learn automatically and

adjust their actions to improve the accuracy and usefulness of the program, without

any human intervention or assistance. Traditional writing of programs for a computer

can be defined as automating the procedures to be performed on input data in order

to create output artifacts. Almost always, they are linear, procedural and logical. A

traditional program is written in a programming language to some specification, and

it has properties like:

• We know or can control the inputs to the program.

• We can specify how the program will achieve its goal.

• We can map out what decisions the program will make and under what condi-

tions it makes them.

• Since we know the inputs as well as the expected outputs, we can be con

dent that the program will achieve its goal

Traditional programming works on the premise that, as long as we can define what a

program needs to do, we are confident we can define how a program can achieve that

6
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goal. This is not always the case as sometimes, however, there are problems that you

can represent in a computer that you cannot write a traditional program to solve.

Such problems resist a procedural and logical solution. They have properties such as:

• The scope of all possible inputs is not known beforehand.

• You cannot specify how to achieve the goal of the program, only what that goal

is.

• You cannot map out all the decisions the program will need to make to achieve

its goal.

• You can collect only sample input data but not all possible input data for the

program.

3.1.1 Supervised and Unsupervised Learning

Machine learning techniques can be broadly categorized into the following types:

Supervised learning takes a set of feature/label pairs, called the training set. From

this training set the system creates a generalised model of the relationship between

the set of descriptive features and the target features in the form of a program that

contains a set of rules. The objective is to use the output program produced to predict

the label for a previously unseen, unlabelled input set of features, i.e. to predict the

outcome for some new data. Data with known labels, which have not been included

in the training set, are classified by the generated model and the results are compared

to the known labels. This dataset is called the test set. The accuracy of the predictive

model can then be calculated as the proportion of the correct predictions the model

labeled out of the total number of instances in the test set.

Unsupervised learning takes a dataset of descriptive features without labels as

a train- ing set. In unsupervised learning, the algorithms are left to themselves to

discover interesting structures in the data. The goal now is to create a model that

finds some hidden structure in the dataset, such as natural clusters or associations.

Unsupervised learning studies how systems can infer a function to describe a hidden

structure from unlabeled data. The system does not figure out the right output, but it

explores the data and can draw inferences from datasets to describe hidden structures

from unla- beled data. Unsupervised learning can be used for clustering, which is

used to discover any inherent grouping that are already present in the data. It can

also be used for association problems, by creating rules based on the data and finding

Dept Of ISE, CMRIT, Bengaluru - 560037 7
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relationships or associations between them.

Semi-supervised machine learning falls somewhere in between supervised and unsuper-

vised learning, since they use both labeled and unlabeled data for training typically a

small amount of labeled data and a large amount of unlabeled data. The systems that

use this method are able to considerably improve learning accuracy. Usually, semi-

supervised learning is chosen when the acquired labeled data requires skilled and rel-

evant resources in order to train it / learn from it. Otherwise, acquiring labeled data

generally does not require additional resources.

Reinforcement machine learning algorithms is a learning method that interacts

with its environment by producing actions and discovers errors or rewards.Machine

learning algorithms are tools to automatically make decisions from data in order to

achieve some over-arching goal or requirement. The promise of machine learning is

that it can solve complex problems automatically, faster and more accurately than a

manually specified solution, and at a larger scale. Over the past few decades, many

machine learning algorithms have been developed by researchers, and new ones con-

tinue to emerge and old ones modified.

3.2 Machine Learning Tools

There are many different software tools available to build machine learning models

and to apply these models to new, unseen data. There are also a large number of well

defined machine learning algorithms available. These tools typically contain libraries

implementing some of the most popular machine learning algorithms. They can be

categorised as follows :

• Pre-built application-based solutions.

• Programming languages which have specialised libraries for machine learning

Using programming languages to develop and implement models is more flexible and

gave us better control of the parameters to the algorithms. It also allows us to have a

better understanding of the output models produced. Some of the popular program-

ming languages used in the field of machine learning are:

Dept Of ISE, CMRIT, Bengaluru - 560037 8
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• Python: Python is an extremely popular choice in the field of machine learning

and AI development. Its short and simple syntax make it extremely easy to learn

• R: R is one of the most effective and efficient languages for analyzing and ma-

nipulating data in statistics. Using R, we can easily produce well-designed

publication-quality plot, including mathematical symbols and formulae where

needed. Apart from being a general purpose language, R has numerous of pack-

ages like RODBC, Gmodels, Class and Tm which are used in the field of ma-

chine learning. These packages make the implementation of machine learning

algo- rithms easy, for cracking the business associated problems

• Tensorflow:TensorFlow is an end-to-end open source platform for machine learn-

ing. It has a comprehensive, flexible ecosystem of tools, libraries, and community

resources that lets researchers push the state-of-the-art in ML and developers

easily build and deploy ML-powered applications. TensorFlow was originally de-

veloped by researchers and engineers working on the Google Brain team within

Google’s Machine Intelligence Research organization to conduct machine learn-

ing and deep neural networks research. The system is general enough to be

applicable in a wide variety of other domains, as well. TensorFlow provides

stable Python and C++ APIs, as well as non-guaranteed backward compatible

API for other languages.

3.3 SciKit-learn

SciKit learn is an open source machine learning library built for python. Since its

release in 2007, Scikit-learn has become one of the most popular open source machine

learning libraries. Scikit-learn (also called sklearn) provides algorithms for many ma-

chine learning tasks including classification, regression, dimensionality reduction and

clustering.

The documentation for scikit-learn is comprehensive, popular and well maintained.

Sklearn is built on mature Python Libraries such as NumPy, SciPy, and matplotlib.

While languages such as R and MATLAB are extremely popular and useful for ma-

chine learning, we decided to choose Python along with its SciKit-learn libraries as

our programming language of choice. The reasons for this are:

Dept Of ISE, CMRIT, Bengaluru - 560037 9
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• We already have some familiarity and exposure to Python, and thus have a

smaller learning curve.

• Both Python and Scikit-learn have excellent documentation and tutorials avail-

able online

• The number of classic machine learning algorithms that come with Scikit-learn,

and the consistent patterns for using the different models i.e., each model can

be used with the same basic commands for setting up the data, training the

model and using the model for prediction. This makes it easier to try a range

of machine learning algorithms on the same data.

• The machine learning algorithms included with sklearn have modifiable parame-

ters known as hyperparameters that effect the performance of the model. These

usually have sensible default values, so that we can run them without needing

a detailed knowledge or understanding of their semantics.

• The IPython notebook, which is an interactive computational environment for

Python, in which a user can combine code execution, rich text, mathematics

and plots in a web page. This functionality allows us to provide the notebooks

we used to run our experiments almost as an audit and in a presentable.

3.4 Dataset

For the system, we are using various datasets all downloaded for government website

and kaggle.

Datasets include:-

Cost of cultivation per ha dataset for major crops in each state

Yield dataset

Modal price of crops

Standard price of crops

Soil nutrient content dataset

Rainfall Temperature dataset
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A brief description of the datasets:

• Yield Dataset: This dataset contains yield for 16 major crops grown across all

the states in kg per hectare.Yield of 0 indicates that the crop is not cultivated

in the respective state.

• Cost of Cultivation dataset:This dataset provides the cost of cultivation for each

crop in Rs. per hectare.

• Modal price of crops: This dataset gives the average market prices for those

crops over a period of two months

• Standard price of crops:This dataset gives the current market price of the crops

in Rs per hectare .

• Soil nutrient content dataset:This dataset has five columns with the attributes

in the order-State,Nitrogen content,Phosophorous content,Potassium content

and average ph.The nutrient content is represented with encoded alphabets-

VL,L,M,H,VH with the meaning:

VL -Very Low

L-Low

M-Medium

H-High

VH-Very high

• Rainfall Temperature dataset:This dataset contains crops,max and min rain-

fall,max and min temprature,max and min rainfall and ph values.

3.5 Data Preprocessing

This step includes replacing the null and 0 values for yield by -1 so that it does not

effect the overall prediction.Further we had to encode the data-set so that it could be

fed into the neural network.
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Figure 3.1: Machine Learning process

3.6 Machine Learning Algorithms

Machine Learning algorithms used in the recommendation system are:

• Linear Regression:Linear regression is a linear approach to modeling the rela-

tionship between a scalar response (or dependent variable) and one or more

explanatory variables (or independent variables). Linear regression is used for

finding linear relationship between target and one or more predictors. It fits a

linear model with coefficients w = (w1, . . . , wp) to minimize the residual sum of

squares between the observed targets in the dataset, and the targets predicted

by the linear approximation. Linear regression is used for finding linear rela-

tionship between target and one or more predictors.

Figure 3.2:Linear regression example

• Logistic Regression:Logistic Regression is the appropriate regression analysis

to conduct when the dependent variable is dichotomous (binary). The logis-

tic model (or logit model) is used to model the probability of a certain class

or event existing such as pass/fail, win/lose, alive/dead or healthy/sick. This

can be extended to model several classes of events such as determining whether
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an image contains a cat, dog, lion, etc. Each object being detected in the im-

age would be assigned a probability between 0 and 1 and the sum adding to one.

• Neural Network:Neural networks are a set of algorithms, modeled loosely after

the human brain, that are designed to recognize patterns. They interpret sensory

data through a kind of machine perception, labeling or clustering raw input.

The patterns they recognize are numerical, contained in vectors, into which all

real-world data, be it images, sound, text or time series, must be translated.

Neural networks help us cluster and classify.Neural Networks are themselves

general function approximations, which is why they can be applied to almost

any machine learning problem about learning a complex mapping from the input

to the output space.

Figure 3.3:Neural network example
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Chapter 4

System Requirements Specification

A software requirements specification (SRS) is a description of a software system to be

developed. It lays out functional and non-functional requirements, and may include

a set of use cases that describe user interactions that the software must provide.

In order to fully understand one’s project, it is very important that they come up

with a SRS listing out their requirements, how are they going to meet it and how will

they complete the project. It helps the team to save upon their time as they are able

to comprehend how are going to go about the project. Doing this also enables the

team to find out about the limitations and risks early on.

Requirement is a condition or capability to which the system must conform. Re-

quirement Management is a systematic approach towards eliciting, organizing and

documenting the requirements of the system clearly along with the applicable at-

tributes. The elusive difficulties of requirements are not always obvious and can come

from any number of sources.

4.1 Functional Requirement

Functional Requirement defines a function of a software system and how the system

must behave when presented with specific inputs or conditions. These may include

calculations, data manipulation and processing and other specific functionality. Fol-

lowing are the functional requirements on the system:

1. All the data must be in the same format as a structured data.

2. The data collected will be vectorized and sent across to the classifier
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4.2 Non Functional Requirements

Non functional requirements are the requirements which are not directly concerned

with the specific function delivered by the system. They specify the criteria that can

be used to judge the operation of a system rather than specific behaviours. They

may relate to emergent system properties such as reliability, response time and store

occupancy. Non functional requirements arise through the user needs, because of

budget constraints, organizational policies and the need for interoperability with other

software and hardware systems.

4.2.1 Product Requirements

Correctness: It followed a well-defined set of procedures and rules to engage a conver-

sation with the user and a pre-trained classification model to compute also rigorous

testing is performed to confirm the correctness of the data. Modularity: The complete

product is broken up into many modules and well-defined interfaces are developed to

explore the benefit of flexibility of the product. Robustness: This software is being

developed in such a way that the overall performance is optimized and the user can

expect the results within a limited time with utmost relevancy and correctness. Non

functional requirements are also called the qualities of a system. These qualities can

be divided into execution quality and evolution quality. Execu- tion qualities are secu-

rity and usability of the system which are observed during run time, whereas evolution

quality involves testability, maintainability, extensibility or scalability.

4.2.2 Organizational Requirements

Process Standards: The standards defined by w3 are used to develop the application

which is the standard used by the developers. Design Methods: Design is one of the

important stages in the software engineering process. This stage is the first step in

moving from problem to the solution domain. In other words, starting with what is

needed design takes us to work how to satisfy the needs.

4.2.3 Basic Operational Requirements

The customers are those that perform the eight primary functions of systems engi-

neering, with special emphasis on the operator as the key customer. Operational

requirements will define the basic need and, at a minimum, will be related to these

following points:
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• Mission profile or scenario: It describes about the procedures used to ac-

complish mission objective. It also finds out the effectiveness or efficiency of the

system.

• Performance and related parameters: It points out the critical system

parameters to accomplish the mission.

• Utilization environments: It gives a brief outline of system usage. Finds out

appropriate environments for effective system operation.

• Operational life cycle: It defines the system lifetime.

4.2.4 System Configuration

Hardware System Configuration:

• Processor: 2 gigahertz (GHz) or faster processor or SoC.

• RAM: 6 gigabyte (GB) for 32-bit or 8 GB for 64-bit.

• Hard disk space: =16GB.

Software Configuration:

• Operating System: Windows XP/7/8/8.1/10, Linux and Mac

• Coding Language: Python

• Tools:

1. Pandas

2. Numpy

3. Tensorflow

4. Keras

5. Sickitlearn
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Chapter 5

System Analysis

5.1 Feasibility Study

Analysis is the process of finding the best solution to the problem.

System analysis is the process by which we learn about the existing

problems, define objects and requirements and evaluates the solutions.

It is the way of thinking about the organization and the problem it

involves, a set of technologies that helps in solving these problems.

Feasibility study plays an important role in system analysis which gives

the target for design and development.

5.1.1 Economical Feasibility

This study is carried out to check the economic impact that the system

will have on the organization. Since the project is Machine learning

based, the cost spent in exectuating this project would not demand cost

for softwares and related products, as most of the products are open

source and free to use. Hence the project would consumed minimal cost

and is economically feasible.

5.1.2 Technical Feasibility

This study is carried out to check the technical feasibility, that is, the

technical re- quirements of the system. Since machine learning algo-

rithms is based on pure math there is very less requirement for any
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professional software. And also most of the tools are open source. The

best part is that we can run this software in any system without any

software requirements which makes them highly portable. Also most of

the documentation and tutorials make easy to learn the technology

5.1.3 Social Feasibility

The aspect of study is to check the level of acceptance of the system by

the user. This includes the process of training the user to use the system

efficiently. The user must not feel threatened by the system, instead

must accept it as a necessity. The main purpose of this project which is

based on crop prediction is to prevent the farmer from incurring losses

and improve productivity.This also ensures that there is no scarcity of

food as lack of production may lead to severe consequences. Thus, this

is a noble cause for the sake of the society, a small step taken to achieve

a secure future.

5.2 Analysis

5.2.1 Performance Analysis

Most of the software we use is open source and free. The models which

we use in this software,learn only once ,i.e once they are trained they

need not be again fed in for the training phase. One can directly predict

for values, hence time-complexity is very less. Therefore this model is

temporally sound.

5.2.2 Technical Analysis

As mentioned earlier,the tools used in building this software is open

source. Each tool contains simple methods and the required methods

are overridden to tackle the problem.
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5.2.3 Economical Analysis

The completion of this project can be considered free of cost in its

entirety. As the software used in building the model is free of cost and

all the data sets used are being downloaded from kaggle and Govt. of

India website.
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System Design

6.1 System Development Methodology

System Development methodology is the the development of a system

or method for a unique situation. Having a proper methodology helps

us in bridging the gap between the problem statement and turning it

into a feasible solution. It is usually marked by converting the System

Requirements Specifications (SRS) into a real world solution. System

design takes the following inputs:

• Statement of work.

• Requirement determination plan.

• Current situation analysis.

• Proposed system requirements including a conceptual data model

and metadata (data about data).

6.2 Model Phases

The waterfall model is a sequential software development process, in

which progress is seen as owing steadily downwards (like a waterfall)

through the phases of Require- ment initiation, Analysis, Design, Im-

plementation, Testing and maintenance.
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Requirement Analysis: This phase is concerned about collection of

requirement of the system. This process involves generating document

and requirement review.

System Design: Keeping the requirements in mind the system spec-

ifications are translated in to a software representation. In this phase

the designer emphasizes on:- algorithm, data structure, software archi-

tecture etc.

Coding: In this phase programmer starts his coding in order to give

a full sketch of product. In other words system specifications are only

converted in to machine

Figure 6.1 Waterfall Model

Implementation: The implementation phase involves the actual

coding or pro- gramming of the software. The output of this phase is
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typically the library, executa- bles, user manuals and additional soft-

ware documentation.

Testing: In this phase all programs (models) are integrated and

tested to ensure that the complete system meets the software require-

ments. The testing is concerned with verification and validation.

Maintenance: The maintenance phase is the longest phase in which

the software is updated to fulfill the changing customer needs, adapt

to accommodate changes in the external environment, correct errors

and oversights previously undetected in the testing phase, enhance the

efficiency of the software.

6.2.1 Advantages of Waterfall model

• Clear project objective

• Stable project requirements

• Progress of system is measurable.

• Logic of software development is clearly understood.

• Better resource allocation.

Dept Of ISE, CMRIT, Bengaluru - 560037 22



Intelligent Crop Recommendation System using ML Chapter 6

6.3 System Architecture

Figure 6.2 System Architecture

A system architecture is a conceptual model using which we can

define the structure and behaviour of that system. It is a formal repre-

sentation of a system. Depending on the context, system architecture

can be used to refer to either a model to describe the system or a method

used to build the system. Building a proper system architecture helps

in analysis of the project, especially in the early stages. Figure 6.2 de-

picts the system architecture and is explained in the following section.

6.4 Sequence diagram

A Sequence diagram is an interaction diagram that shows how processes

operate with one another and what is their order. It is a construct of a

Message Sequence Chart. A sequence diagram shows object interactions

Dept Of ISE, CMRIT, Bengaluru - 560037 23



Intelligent Crop Recommendation System using ML Chapter 6

arranged in time sequence. It depicts the objects and classes involved

in the scenario and the sequence of messages exchanged between the

objects needed to carry out the functionality of the scenario. Sequence

diagrams are typically associated with use case realizations in the Log-

ical View of the system under development. Sequence diagrams are

sometimes called event diagrams or event scenarios. Sequence diagram

are an easy and intuitive way of describing the behavior of a sys- tem

by viewing the interaction between the system and the environment.

A sequence diagram shows an interaction arranged in a time sequence.

A sequence diagram has two dimensions: vertical dimension represents

time, the horizontal dimension repre- sents the objects existence during

the interaction.

Figure 6.3 Sequence Diagram
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Chapter 7

Implementation

7.1 Data Analysis

One of the first steps we perform during implementation is an analysis

of the data. This was done by us in an attempt to find the presence of

any relationships between the various attributes present in the dataset.

Acquisition of Training Dataset: The accuracy of any machine

learning algorithm depends on the number of parameters and the cor-

rectness of the training dataset. We In this project analysed mutiple

datasets collected from Government wesite -https://data.gov.in/ and

Kaggle and carefully selected the parameters that would give the best

results.Many work done in this field have considered environmental pa-

rameters to predict crop sutainability some have used yield as major

factor where as in some works only economic factors are taken into con-

sideration. We have tried to combine both environmental parameters

like rainfall,temperature,ph,nutrients in soil,soil type,location and eco-

nomic parameters like production, and yield to provide accurate and

reliable recommendation to the farmer on which crop will be most suit-

able for his land.
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Figure 7.1 Yield Dataset

Figure 7.2 Temperature Rainfall and Nutrients dataset
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Figure 7.3 Regression model training dataset

Figure 7.4 Soil Nutrients distribution as per state(Nitrogen,Phosphorous,Potassium).
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Figure 7.5 Encoded dataset

Profit analysis was performed using cost of cultivation,market price,standard

price and yield dataset.This was performed as a first step to know how

much impact does profit as a parameter can have on crop prediction.

The function below calculates the profit for each crop grown in the state

and assigns a -1 value for the states with 0 or no production of the given

crop.

for i in range (0 , y ie ld np mat . shape [0]−1) :

for j in range (1 , y ie ld np mat . shape [ 1 ] ) :

i f ( y ie ld np mat [ i ] [ j ] ! = 0 . 0 ) :

#i f y i e l d i n g in cur rent s t a t e then c a l c u l a t e

p r o f i t

r s p e r k g = grouped market [ (

grouped market [ ’ s t a t e ’ ]== s t a t e s [ i ] ) &

( grouped market [ ’ commodity ’ ] ==

crops [ j −1]) ] [ ’ modal pricemean ’ ]

i f ( r s p e r k g . shape [0]==1) :

#use market p r i c e data
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d i f f = ( ( y ie ld np mat [ i ] [ j ] ) ∗
r s p e r k g . va lue s [ 0 ] ) −

c o c d i c t [ s t r ( crops [ j −1] . lower ( ) ) ]

va l = d i f f i f d i f f >0.0 else 1 .

else :

#use approximated standard p r i c e

d i f f = ( ( y ie ld np mat [ i ] [ j ] ) ∗
s t d p r i c e s [ s t r ( crops [ j −1] . lower ( )

) ] ) − c o c d i c t [ s t r ( crops [ j −1] .

lower ( ) ) ]

va l = d i f f i f d i f f >0.0 else 1 .0

#append a l l r e s u l t s to a tab l e

p r e d i c t i o n t a b l e . append ( [ s t a t e s [ i ] ,

c rops [ j −1] , va l ] )

else :

#s t a t e s which cant produce the g iven crop

p r i n t ( ”∗∗” , s t a t e s [ i ] , c rops [ j −1])

p r e d i c t i o n t a b l e . append ( [ s t a t e s [ i ] ,

c rops [ j −1] , −1])

7.2 Data Preprocessing

After analysing and visualizing the data, the next step is preprocessing.

Data preprocessing is an important step as it helps in cleaning the data

and making it suitable for use in machine learning algorithms. Most of

the focus in preprocessing is to remove any outliers or erroneous data,

as well as handling any missing values.

Missing data can be dealt with in two ways. The first method is to

simply remove the entire row which contains the missing or erroneous
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value. While this an easy to execute method, it is better to use only

on large datasets. Using this method on small datasets can reduce the

dataset size too much, especially if there are a lot of missing values.

This can severely affect the accuracy of the result. Since ours is a rela-

tively small dataset, we will not be using this method.

The datset that we used had values that were in string format so we

had to transform and encode the into integer valued so as to pass as

an input to the neural network.First we converted the data into pandas

categorical data and then generated codes for crops and states respec-

tively we than appended these and created separated datasets.The steps

are illustrated below.

p r o f i t d a t a [ ’ s t a t e ’ ]= p r o f i t d a t a [ ’ s t a t e ’ ] .

astype ( ’ category ’ )

p r o f i t d a t a [ ’ crop ’ ] = p r o f i t d a t a [ ’ crop ’ ] .

astype ( ’ category ’ )

s t a t e en co d in g . t o c s v ( ” data / r e s u l t / s ta t e code .

csv ” , index=False )

c rop encod ing . t o c s v ( ” data / r e s u l t / cropcode . csv ”

, index = False )

datase t [ columns ] . t o c s v ( ” data / r e s u l t /

encoded dataset . csv ” , index = False , header =

Fal se )

Further to reduce the amount of data going into the linear regression

model we filtered the crops based on the required nutrients and nutri-

ents present in the soil.If the nutrient content of the soil was below that
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required by the crops,then that crop was discarded, in this way we were

able to reduce the trainig time a lot.

for row in reader :

ncrop=conv ( row [ 8 ] )

pcrop=conv ( row [ 9 ] )

kcrop=conv ( row [ 1 0 ] )

i f ( narea>=ncrop and parea>=pcrop and karea

>=kcrop ) :

no months=int ( row [ 1 ] )

t o t a l=row [0 ]+ ” , ”+s t r ( r a i n f a l l f i n a l [

no months−1])+” , ”+s t r ( t emp f ina l [

no months−1])+” , ”+ph+”\n”

metacrops . w r i t e l i n e s ( t o t a l )

7.3 Machine Learning Models

7.3.1 Linear Regression Model

Linear regression is a linear approach to modeling the relationship be-

tween a scalar response (or dependent variable) and one or more ex-

planatory variables (or independent variables). Linear regression is

used for finding linear relationship between target and one or more

predictors. It fits a linear model with coefficients w = (w1, . . . , wp)

to minimize the residual sum of squares between the observed targets

in the dataset, and the targets predicted by the linear approximation.

Linear regression is used for finding linear relationship between target

and one or more predictors.

After the preprocessing was done we trained our liner regression

which would return y-pred value for each crop based on a straight line
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fit between rainfall,temprature,ph and production.The implementation

is given below:

for row in r eader :

crop=row [ 0 ]

metadata=datase t . l o c [ datase t [ ’ Crop ’ ] ==

crop ]

X = metadata . i l o c [ : , : −2 ] . va lue s#ra i n f a l l ,

temp ,Ph

Y = metadata . i l o c [ : , 4 ] . va lue s#Production

X train , X test , Y train , Y tes t =

t r a i n t e s t s p l i t (X, Y, t e s t s i z e = 0 . 1 ,

random state = 0)

#pr in t ( Y tra in )

r e g r e s s o r = LinearRegre s s i on ( )

r e g r e s s o r . f i t ( X train , Y tra in )

X locbased = locbased . l o c [ [ n ] ] . va lue s

X locbased = X locbased [ : , 1 : 4 ]

Y pred=r e g r e s s o r . p r e d i c t ( X locbased )

print ( Y pred )

i f Y pred >0:

crop Y pred . append (round( Y pred

[ 0 ] , 3 ) )

crop name . append ( crop )

print ( crop name )
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accuracy = r e g r e s s o r . s c o r e ( X test , Y tes t )

print ( ”ACCURACY SCORE:−” , accuracy ∗100 , ’%’ )

s o r t e d c r o p s=q u i ck so r t ( crop name , crop Y pred , 0 ,

len ( crop Y pred )−1)

c s v f i l e . c l o s e

return s o r t e d c r o p s

At the end we have sorted the crops based on the y-ored value re-

turned by the linear regression model using quick sort giving the crop

with the best score first in the list.

7.3.2 Neural Network

Neural networks are a set of algorithms, modeled loosely after the hu-

man brain, that are designed to recognize patterns. They interpret

sensory data through a kind of machine perception, labeling or cluster-

ing raw input. The patterns they recognize are numerical, contained in

vectors, into which all real-world data, be it images, sound, text or time

series, must be translated. Neural networks help us cluster and classify.

Our implementation of the neural network was facilitated with the

help of keras module.We implemented a sequential model with 3 input

layers and 15 out put layers which gave the sustainability of each 15

crops given the input in terms of state,month and soil.

model = Sequent i a l ( )

model . add ( Dense (15 , input dim =3, i n i t=” uniform ”

, a c t i v a t i o n=” sigmoid ” ) )

sgd = SGD( l r =0.01)
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model . compi le ( l o s s=” b ina ry c ro s s en t r opy ” ,

opt imize r=sgd , met r i c s =[” accuracy ” ] )

model . f i t ( tra inData . values , t r a i n L a b e l s . va lues ,

epochs =500 , b a t c h s i z e =10, verbose =1)
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Chapter 8

Testing

8.1 Testing Methodologies

The program comprises of several algorithms which are tested individ-

ually for the accuracy. we check for the correctness of the program as

a whole and how it performs.

8.2 Unit Testing

Unit tests focus on ensuring that the correct changes to the world-

state take place when a transaction is processed. The business logic

in transaction processor functions should have unit tests, ideally with

100 percent code coverage. This will ensure that you do not have ty-

pos or logic errors in the business logic. The various modules can be

individually run from a command line and tested for correctness. The

tester can pass various values, to check the answer returned and verify

it with the values given to him/her. The other work around is to write

a script, and run all the tests using it and write the output to a log file

and using that to verify the results. We tested each of the algorithms

individually and made changes in preprocessing accordingly to increase

the accuracy.
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8.3 System Testing

System Testing is a level of software testing where a complete and in-

tegrated software is tested. The purpose of this test is to evaluate the

systems compliance with the specified requirements. System Testing is

the testing of a complete and fully integrated software product. and

White Box Testing. System test falls under the black box testing cate-

gory of software testing. Different Types of System Testing:

• Usability Testing - Usability Testing mainly focuses on the users

ease to use the application, flexibility in handling controls and abil-

ity of the system to meet its objectives.

• Load Testing - Load Testing is necessary to know that a software

solution will perform under real-life loads.

• Regression Testing- - Regression Testing involves testing done to

make sure none of the changes made over the course of the devel-

opment process have caused new bugs.

• Recovery Testing - Recovery testing is done to demonstrate a soft-

ware solution is reliable, trustworthy and can successfully recoup

from possible crashes.

• Migration Testing - Migration testing is done to ensure that the

software can be moved from older system infrastructures to current

system infrastructures without any issues.
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8.4 Quality Assurance

Quality Assurance is popularly known as QA Testing, is defined as an

activity to ensure that an organization is providing the best possible

product or service to customers. QA focuses on improving the pro-

cesses to deliver Quality Products to the customer. An organization

has to ensure, that processes are efficient and effective as per the qual-

ity standards defined for software products.

8.5 Functional Test

Functional Testing is also known as functional completeness testing,

Functional Test- ing involves trying to think of any possible missing

functions. As chat-bot evolves into new application areas, functional

testing of essential chatbot components. Functional testing evaluates

use-case scenarios and related business processes, such as the behavior

of smart contracts.
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Chapter 9

Results and Performance Analysis

For the purposes of this project we have used three popular algorithms:

Linear regression, Logistic regression and Neural network. All the algo-

rithms are based on supervised learning.Our overall system is divided

into three modules:

• Profit analysis

• Crop recommender

• Crop Sustainability predictor

Output of profit analysis:

Figure 9.1 Profit on crops per state
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As can be seen above after the analysis we get the profit data for each

crop grown in all the states.This provides a clear insight on which crop

to be selected.

Output for Crop recommender:

Figure 9.2 Regression model output

Figure 9.3 Crop recommendation

The Crop recommendation model enlists the crops in an order where

the first crop will have the highest productivity followed by the remain-

ing in the list.

Output of Crop Sustainability Predictor:
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Figure 9.4 Input for the predictor

Figure 9.5 Crop Sustainability prediction values

Here we observe the prediction value of sustainability for each crop

given the three inputs.Hence from these values one can get a clear -cut

idea on which crop will give better yield.

9.1 Snapshots

Figure 9.6 Profit analysis code
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Figure 9.7 Input for regression model

Figure 9.8 Regression model
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Figure 9.9 Training the neural network

Figure 9.10 Training set for Regression model
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Conclusion

This system helps the farmer to choose the right crop by providing

insights that ordinary farmers don’t keep track of thereby decreasing

the chances of crop failure and increasing productivity. It also prevents

them form incurring losses. The system can be extended to the web

and can be accessed by millions of farmers across the country.We could

achieve an accuracy of 89.88 percent from the neural network and an

accuracy of 88.26 percent from the linear regression model

Further development is to integrate the crop recommendation system

with another subsystem, yield predictor that would also provide the

farmer an estimate of production if he plants the recommended crop.
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