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ABSTRACT 

 

 
Crimes will somehow influence organizations and institutions when occurred frequently in a society. 

Thus, it seems necessary to study reasons, factors and relations between occurrence of different 

crimes and finding the most appropriate ways to control and avoid more crimes. The main objective 

of this report is to classify clustered crimes based on occurrence frequency during different years. 

Data mining is used extensively in terms of analysis, investigation and discovery of patterns for 

occurrence of different crimes. We applied a theoretical model based on data mining techniques such 

as clustering and classification to real crime dataset recorded by police in England and Wales and 

within 1990 to 2011. We assigned weights to the features in order to improve the quality of the model 

and remove low value of them. Today, collection and analysis of crime-related data are imperative to 

security agencies. The use of a coherent method to classify these data based on the rate and location 

of occurrence, detection of the hidden pattern among the committed crimes at different times, and 

prediction of their future relationship are the most important aspects that have to be addressed. 

  

Keywords: Crime, Clustering, Classification, Genetic Algorithm, Weighting, Rapid Miner tool 
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 Chapter 1 
 

     PREAMBLE 
 

1.1 Introduction 
           

There are mainly 5 sub categories where we are going to implement our project.  

They are as follows. 

 

A. Crime Analysis 

Today, collection and analysis of crime-related data are imperative to security agencies. 

The use of a coherent method to classify these data based on the rate and location of 

occurrence, detection of the hidden pattern among the committed crimes at different times, 

and prediction of their future relationship are the most important aspects that have to be 

addressed. In this regard, the use of real datasets and presentation of a suitable framework 

that does not be affected by outliers should be considered. Pre-processing is an important 

phase in data mining in which the results are significantly affected by outliers. Thus, the 

outlier data should be detected and eliminated though a suitable method. Optimization of 

Outlier Detection operator parameters through the GA and definition of a Fitness function 

are both based on Accuracy and Classification error. The weighting method was used to 

eliminate low-value features because such data reduce the quality of data clustering and 

classification and, consequently, reduce the prediction accuracy and increase the 

classification error. 

 

The main purposes of crime analysis are mentioned below: 

 Extraction of crime patterns by crime analysis and based on available criminal 

information,   

 Prediction of crimes based on spatial distribution of existing data and prediction of 

crime frequency using various data mining techniques 

 

B. Clustering  

Division of a set of data or objects to a number of clusters is called clustering. 

Thereby, a cluster is composed of a set of similar data which behave same as a group. 
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It can be said that the clustering is equal to the classification, with only difference that 

the classes are not defined and determined in advance, and grouping of the data is 

done without supervision. 

    c. Clustering by k-means algorithm 

 

K-means is the simplest and most commonly used partitioning algorithm among the 

clustering algorithms in scientific and industrial software. Acceptance of the K-means 

is mainly due to its being simple. This algorithm is also suitable for clustering of the 

large datasets since it has much less computational complexity, though this complexity 

grows linearly by increasing of the data points. Beside simplicity of this technique, it 

however suffers from some disadvantages such as determination of the number of 

clusters by user, affectability from outlier data, high-dimensional data, and sensitivity 

toward centers for initial clusters and thus possibility of being trapped into local 

minimum may reduce efficiency of the K-means algorithm. 

D. Classification 

 Classification is one of the important features of data mining as a technique for 

modeling of forecasts. In other words, classification is the process of dividing the 

data to some groups that can act either dependently or independently. Classification 

is used to make some examples of hidden and future decisions on the basis of the 

previous decision makings. Decision tree learning, neural network, nearest 

neighborhood, Nave Bayes method and support vector machine are different 

algorithms which are used for the purpose of classification. 

       1.2 Existing System 

 
 The k-means clustering technique for extracting useful information from the crime 

dataset using Rapid Miner tool because it is solid and complete package with flexible 

support options. 

 Linear regression for prediction the occurrence of crimes in Delhi (India). 

 Prep Search has proposed. 

 Intelligent criminal identification system called ICIS. 

 An improved method of classification algorithms for crime prediction. 

 Crime analysis and prediction using data mining. 
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1.2.1 Drawbacks 

1. Although the coder designs an optimized code, the code readability is very 

inadequate and cannot be modified by the user even if required. Any change to the 

code requires change in the model itself.                   

 

1.3 Problem Statement 

Extraction of crime patterns by crime analysis and based on available criminal 

information, prediction of crimes based on spatial distribution of existing data and 

prediction of crime frequency using various data mining techniques. 

 

1.4  Plan of Implementation 

 
Different algorithms will be used to come up with a good result in this contest. Each 

of them will be explained, tried and tested, and finally we will get to see which of 

them works best for this case.  Cross-validation will be used to validate the models, so 

the database has to be split into test, train and validation subsets. This split has to be 

stratified to ensure that the initial proportion of elements (same amount of crimes per 

category) is maintained in each subdivision. The resulting train dataset is still too 

large (approx. 700.000), and running the testing programs would take too long. To 

speed up tests and development, we will reduce the database to approx. 8.000 records 

using a clustering algorithm. This algorithm will be K-Means. Then, having the 20 

number of elements per cluster, we will be able to decide which element has more 

weight inside the algorithm. Technically there is no data loss. Once the data has been 

treated, the following algorithms will be tried (in order of complexity): 

 

 - K-Nearest Neighbors. 

 - Neural Networks. 

 - Confusion matrix. 

 

Each of them will be deeply explained in its chapter later on. All the development and 

testing was done on a server lent by a university department. This way, executions 

could last all day without having to worry about them and were a little bit faster
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     Chapter 2 

 
LITERATURE SURVEY 

 

J. Agarwal, R. Nagpal and R. Sehgal [1] have analyzed crime and considered homicide 

crime taking into account the corresponding year. They have used the k-means 

clustering technique for extracting useful information from the crime dataset using 

Rapid Miner tool because it is solid and complete package with flexible support 

options. Fig1 shows the proposed system architecture. They review a dataset of the last 

59 years to predict occurrence of some crimes including murder, burglary, robbery and 

etc. Their work will be helpful for the local police stations in decision making and 

crime supervision. After training systems will predict data values for next coming 

fifteen years. The system is trained by applying linear regression over previous year 

data. This will produce a formula and squared correlation The formula is used to predict 

values for coming future years. The coefficient of determination is useful because its 

gives the proportion of variance of one variable that is predictable from other variable. 

Fig2 shows the proposed system architecture. 

An integrated system called Prep Search has proposed by L. Ding et al [8] It has been 

combined using two separate categories of visualization tools: providing the geographic 

view of crimes and visualization ability for social networks. ―It will take a given 

description of a crime including its location, type, and the physical description of 

suspects (personal characteristics) as input. To detect suspects, the system will process 

these inputs through four integrated components: geographic profiling, social network 

analysis, crime patterns and physical matching. Fig3 shows the system design and 

process of Prep Search. Increasing the efficiency in identifying possible suspects. In 

order to describe the system ICIS is divided to user interface, managed bean, multi 

agent system and database. Oracle Database is used for implementing of database, and 

identification of crime patterns has been implemented using Java platform. 

In an improved method of classification algorithms for crime prediction has proposed 

by A. Babakura, N. Sulaiman and M. Yusuf. They have compared Naïve Bayesian and 

Back Propagation (BP) classification algorithms for predicting crime category for 

distinctive state in USA. In the first step phase, the model is built on the training and in 
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the second phase the model is applied. The performance measurements such as 

Accuracy, Precision and Recall are used for comparing of the classification algorithms. 

The precision and recall remain the same when BP is used as a classifier. 

In researches have introduced intelligent criminal identification system called ICIS 

which can potentially distinguish a criminal in accordance with the observations 

collected from the crime location for a certain class of crimes. The system uses existing 

evidences in situations for identifying a criminal by clustering mechanism to segment 

crime data in to subsets, and the Nave Bayesian classification has used for identifying 

possible suspect of crime incidents. ICIS has been used the communication power of 

multi agent system for 

In researches have introduced crime analysis and prediction using data mining. They 

have proposed an approach between computer science and criminal justice to develop a 

data mining procedure that can help solve crimes faster. Also they have focused on 

causes of crime occurrence like criminal background of offender, political, enmity and 

crime factors of each day. Their method steps are data collection, classification, pattern 

identification, prediction and visualization. 
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  Chapter 3 
 

THEORITICAL BACKGROUND 

 
Theoretical background highlighting some topics related to the project work is given 

below. The description contains several topics which are worth to discuss and also 

highlight some of their limitation that encourage going on finding solution as well as 

highlights some of their advantages for which reason these topics and their features are 

used in this project. 

 

3.1 Result submission format and evaluation 

Data submitted to the contest for its evaluation has to have a specific format to fulfill the 

requirements. To allow data to be evaluated correctly, the resulting dataset must contain 

the sample ID with a list of all categories and the probability of each sample to belong to 

each one of them. Remind that the training dataset is labeled with all sample’s crime 

types (there are 39 different).  

Submission format is in the below link: 

https://drive.google.com/file/d/1ylPD-wCW0CpJuZRwF4XL2Xw5jNkw2-Z8/view?usp 

sharing Then, instead of predicting to which category the given sample may belong, the 

output will always be probability vectors. Submissions are evaluated using the multi-class 

logarithmic loss function, which has the following formula (provided by Kaggle):  

𝑙𝑜𝑔𝑙𝑜𝑠𝑠 = − 1 /𝑁 ∑∑𝑦𝑖𝑗log(𝑝𝑖𝑗) where 𝑀, 𝑗=1 and 𝑁, 𝑖=1 21 

 Where N is the number of cases in the test set, M is the number of class labels, log is the 

natural Logarithm, 𝑦𝑖𝑗 is 1 if observation 𝑖 is in class 𝑗 and 0 otherwise, and 𝑝𝑖𝑗 is the 

predicted probability that observation 𝑖 belongs to class 𝑗. 

Using this function, which outputs a number, results can be compared and a measure of 

how good the results have been can be obtained. Also, it is useful for algorithms’ 

parameters validation before making a final submission. 

 

 

 

https://drive.google.com/file/d/1ylPD-wCW0CpJuZRwF4XL2Xw5jNkw2-Z8/view?usp
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3.2 Data Set Analysis 

 
The provided dataset has different “features”, each one being of a different relevance.        

In this chapter we will precede to analyses this database and extract the useful information 

out of it. 

 
The record contains data sets of: 

 Year- In which year which crime was held, 

 Category- the different category of crimes. 

 Descript- a short description of the crime. 

 PD District: the district of the city where the crime was committed. 

 Resolution: Short description  of the resolution 

 
3.2.1 Data Set Selection 

 
Data is the most import part when you work on prediction systems. It plays a very vital 

role your whole project i.e., you system depends on that data. So selection of data is the 

first and the critical step which should be performed properly, For our project we got the 

data from the government website. These data sets were available for all. There are other 

tons of websites who provide such data. The data set we choose was selected based on the 

various factors and constraints we were going to take under the consideration for our 

prediction system. 

3.2.2 Data Cleaning  

 
After we have selected the data set. The next step is to clean the data and transform it into 

the desired format as it is possible the data set we use may be of different format. It is also 

possible that we may use multiple data sets from different sources which may be in 

different file formats. So to use them we need to convert them into the format we want to 

or the type that type prediction system supports. The reason behind this step is that it is 

possible that the data set contains the constraints which are not needed by the prediction 

system and including them makes the system complicated and may extend the processing 

time. Another reason behind data cleaning is the data set may contain null value and 

garbage values too. So the solution to this issue is when the data is transformed the garbage 

values are replaced. There are many methods to perform that. 
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3.2.3  Data Processing 

 
After the data has been cleaned and transformed it is ready to process further. After 

the data has been cleaned and we have taken the required constraints. We divide the 

whole data set into o the two parts that can be either 70-30 or 80-20. The larger 

portion of the data is for the processing. The data set obtained will now be 

subjected to various data mining techniques. 

Data Preprocessing is a technique that is used to convert the raw data into a clean 

data set.  In other words, whenever the data is gathered from different sources it is 

collected in raw format which is not feasible for the analysis. 

 Importing the Dataset 

 Importing the required Libraries 

 Handling the Missing Data Encoding categorical data 

 Splitting the Data set into Training set and Test Set Feature Scaling 

Training: 

 The idea of using training data in machine learning programs is a simple 

concept,   but it is also very foundational to the way that these technologies 

work. The training data is an initial set of data used to help a program 

understand how to apply technologies like neural networks to learn and 

produce sophisticated results. 

Testing: 

 A test dataset is a dataset that is independent of the training dataset, but 

that follows the same probability distribution as the training dataset. If a 

model fit to the training dataset also fits the test dataset well, minimal over 

fitting has taken place. 

3.2.4 Data flow diagrams  

A data-flow diagram (DFD) is a way of representing a flow of a data of a process or a 

system (usually an information system). The DFD also provides information about the 

outputs and inputs of each entity and the process itself. 

https://en.wikipedia.org/wiki/Process
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DFD level -1 
 
 

 
Figure 3.1: DFD level 1 

 

 

DFD level -2 

 

 

Fig:3.2 DFD level 2 
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      3.2.5 Clustering 

 
Clustering will be performed on the given data set. The main aim of performing 

clustering is to divide the data into different clusters or groups such that the objects 

within a group are similar to each other whereas objects in other clusters are different 

from each other. There are several clustering algorithms available: Hierarchical clustering 

technique like Ward method, single linkage, complete linkage etc, K means and latest 

class clustering (LCC).Other clustering algorithms like K-modes clustering is an 

enhanced version of K means clustering.The clusters are then subjected to other 

algorithms like Association rule mining and trend analysis. 

 

3.3 Data Treatment 

In the previous chapter it was explained how the dataset is distributed, and some useful 

information was extracted out of it. Now, having all this in mind, the useful information 

identification and transformation (if necessary) into a “computer-understandable” 

formatso it can be worked with, will be carried. 

Also, as cross-validation is going to be used to validate some parameters, the dataset will 

be     split into train, test and validation subsets. Even so, the train set will still be very big 

(nearly 650.000 samples) and this would slow down the tests. To make them faster, a 

clustering algorithm will be applied to reduce the dataset size. 

 

     3.3.1 Data Transformation 

 
To differentiate between samples and to be able to classify them, they must be 

comparable in some way. They must be in a format which allows the algorithm to put one 

against another and see which one fits each classification. 

 

3.3.2 Data Split 

Results from the executions of the algorithms need to be evaluated to see which ones are 

better and also to see if the parameters’ values used are adequate. As only one labeled 

dataset is provided, it has to be split it into 3 smaller parts to train, test and validate the 

algorithms For this purpose, then, the main (train) database will be split into (as said 

previously) train, test and validate subsets. This division will be done in the following 

proportions: 80% train, 10% test and 10% validate.  
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With this reduced training database, which is also labeled, the algorithm will be shown 

which are the correct results and start making it learn to classify. With the test one, the 

accuracy of the algorithm will be tested, to see if any parameter adjustments have to be 

made or compare it with the other ones. Finally, the validate subset allows to, rapidly, 

validate the value of certain parameters of the training algorithm in order to choose their 

correct value or the one that fits best. 

 

  3.3.3 Dataset Reduction  

Remember that the initial training database had nearly 900.000 records, which is pretty 

high. Then, with the split, it was reduced to 87% its size (which is about 720.000 

records). Still too big if the tests are meant to run fast.  So, it is required to keep reducing 

the training dataset until it has a manageable size. Deleting all the “extra” samples that 

are not wanted would end up with a messed up database that wouldn’t have the same 

elements per category proportion than the original one. To avoid this happening, the 

clustering algorithm used to reduce the database size will be applied for each category. 

This way, it is ensured that the resulting set will maintain the same proportions from the 

initial one. 

A clustering algorithm groups elements in a specified number of clusters. This clusters’ 

centres are calculated and they act as the representatives of all the samples in their group. 

Because not all clusters will have the same number of elements, some will be more 

relevant than others. Their relevance is measured by their weight, which is the number of 

elements they contain.  

The algorithm used for this purpose has been K-means. K-means clustering proceeds by 

selecting k initial cluster centres and then, iteratively refining them as follows:  

1. Each instance di is assigned to its closest cluster centre.  

2. Each cluster centre Cj is updated to be the mean of its constituent instances.  

The algorithm converges when there is no further change in assignment of instances of 

clusters, or if the maximum total number of iterations defined have been. 
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    Fig . K-means Iterations 

In this work, k-means algorithm has been applied for each category in the following 

way:  

1. Get all the elements of a category  

2. Obtain the number of centroids necessary to reduce the database to the number 

of elements that we want, bearing in mind that some classes might have very few 

members. 3. Apply K-means for this category.  

4. Get the number of samples per cluster.  

5. Add the resulting cluster centres with the number of elements they represent to 

the reduced database.  

6. Follow up with the next category.  

Note that this algorithm has to be applied after converting the values to the right 

format, otherwise it won’t be able to calculate the cluster centre properly
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3.4 Machine learning algorithm 

 
In this section we will explain which have been the algorithms that have been tried in 

order to solve this problem. Here, the theory and the implementation are discussed 

     3.4.1 k-nearest neighbor 

The k-nearest neighbor classification rule is arguably the simplest and most intuitively 

appealing nonparametric classifier. It assigns a sample z to class X if the majority (i.e. 

more than ½) of the k values in the training dataset that are near z are from X, otherwise 

it assigns it to class Y.  

This algorithm compares the given unclassified sample z with “all” (depending on the 

implementation, to speed up the execution, other comparison algorithms can be used so 

that it’s not needed to compare it with every single value) the values in the training set 

and gets its k nearest values. Among them, it applies the previously described rule 

 

Fig,K-nearestneighbor  (k=5)
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   3.4.1.1 Implementation 

Although it’s a pretty easy algorithm to implement from scratch, making it efficient and fast it’s not 

trivial. For this reason, Python scikit-learn library [20], which has a broad set of machine learning 

utilities, has been used. This library has a Nearest Neighbours package with all necessary functions. 

From this package, NearestNeighbors class has been used (concretely, fit and kneighbors methods). 

Because the results must be submitted giving a probability of each sample to belong to all 

categories, and not just the predicted category (as said in 3.1.2), the following formula was used to 

calculate this probabilities: 

 

                          

 

Where (𝑥 𝜖 𝐶 ) is the probability of the test sample to belong to category 𝐶𝑖 , 𝑛𝑗 and 𝑛𝑙 are the 

number of elements represented by each train dataset sample, and 𝑑𝑗 and 𝑑𝑙 are the distance 

between test and the corresponding train sample 

 

 

3.4.2 K-Means Clustering Algorithm 

Kmeans algorithm is an iterative algorithm that tries to partition the dataset into Kpre-

defined distinct non-overlapping subgroups (clusters) where each data point belongs to only 

one group. It tries to make the intra-cluster data points as similar as possible while also 

keeping the clusters as different (far) as possible. It assigns data points to a cluster such that 

the sum of the squared distance between the data points and the cluster’s centroid 

(arithmetic mean of all the data points that belong to that cluster) is at the minimum. The 

less variation we have within clusters, the more homogeneous (similar) the data points are 

within the same cluster. 

     The way kmeans algorithm works is as follows: 

1. Specify number of clusters K. 

2. Initialize centroids by first shuffling the dataset and then randomly selecting K data 

points for the centroids without replacement. 
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3. Keep iterating until there is no change to the centroids. i.e assignment of data points to 

clusters isn’t changing. 

4. Compute the sum of the squared distance between data points and all centroids. 

5. Assign each data point to the closest cluster (centroid). 

6. Compute the centroids for the clusters by taking the average of the all data points that 

belong to each cluster. 

The approach kmeans follows to solve the problem is called Expectation-Maximization. The 

E-step is assigning the data points to the closest cluster. The M-step is computing the centroid 

of each cluster. Below is a breakdown of how we can solve it mathematically (feel free to 

skip it). 

The objective function is: 

 

where wik=1 for data point xi if it belongs to cluster k; otherwise, wik=0. Also, μk is the 

centroid of xi’s cluster. 

It’s a minimization problem of two parts. We first minimize J w.r.t. wik and treat μk fixed. 

Then we minimize J w.r.t. μk and treat wik fixed. Technically speaking, we differentiate J 

w.r.t. wik first and update cluster assignments (E-step). Then we differentiate J w.r.t. μk and 

recompute the centroids after the cluster assignments from previous step (M-step). Therefore, 

E-step is: 

              

 

In other words, assign the data point xi to the closest cluster judged by its sum of squared 

distance from cluster’s centroid And M-step is: 
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3.4.3 Naïve Bayes Classifier 

Naive Bayes classifiers are a collection of classification algorithms based on Bayes’ 

Theorem. It is not a single algorithm but a family of algorithms where all of them share a 

common principle, i.e. every pair of features being classified is independent of each other. 

Bayes’ Theorem finds the probability of an event occurring given the probability of another 

event that has already occurred. Bayes’ theorem is stated mathematically as the following 

equation: 

                  

 

 

where A and B are events and P(B) ? 0. 

 Basically, we are trying to find probability of event A, given the event B is true. Event B 

is also termed as evidence. 

 P(A) is the priori of A (the prior probability, i.e. Probability of event before evidence is 

seen). The evidence is an attribute value of an unknown instance(here, it is event B). 

 P(A|B) is a posteriori probability of B, i.e. probability of event after evidence is seen. 

3.4.4 Confusion matrix 

In the field of machine learning and specifically the problem of statistical classification, a 

confusion matrix, also known as an error matrix. A confusion matrix is a table that is often 

used to describe the performance of a classification model (or “classifier”) on a set of test 

data for which the true values are known. It allows the visualization of the performance of 

an algorithm.It allows easy identification of confusion between classes e.g. one class is 
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commonly mislabeled as the other. Most performance measures are computed from the 

confusion matrix. 

A confusion matrix is a summary of prediction results on a classification problem. The 

number of correct and incorrect predictions are summarized with count values and broken 

down by each class. This is the key to the confusion matrix. The confusion matrix shows 

the ways in which your classification model is confused when it makes predictions. It gives 

us insight not only into the errors being made by a classifier but more importantly the types 

of errors that are being made. 

 

Definition of the Terms: 

 Positive (P) : Observation is positive (for example: is an apple). 

 Negative (N) : Observation is not positive (for example: is not an apple). 

 True Positive (TP) : Observation is positive, and is predicted to be positive. 

 False Negative (FN) : Observation is positive, but is predicted negative. 

 True Negative (TN) : Observation is negative, and is predicted to be negative. 

 False Positive (FP) : Observation is negative, but is predicted positive. 

 

Classification Rate or Accuracy is given by the relation. 

                           

However, there are problems with accuracy. It assumes equal costs for both kinds of errors. 

A 99% accuracy can be excellent, good, mediocre, poor or terrible depending upon the 

problem 

Recall: 

                         
Recall can be defined as the ratio of the total number of correctly classified positive 

examples divide to the total number of positive examples. High Recall indicates the class is 

correctly recognized (a small number of FN). 
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Precision: 

                          
To get the value of precision we divide the total number of correctly classified positive 

examples by the total number of predicted positive examples. High Precision indicates an 

example labelled as positive is indeed positive (a small number of FP). 
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   Chapter 4 

 
SYSTEM REQUIREMENT SPECIFICATION 

 
A software requirements specification (SRS) is a description of a software system to be 

developed. It lays out functional and nonfunctional requirements, and may include a set of 

use cases that describe user interactions that the software must provide. In order to fully 

understand ones project, it is very important that they come up with an SRS listing out their 

requirements, how are they going to meet it and how will they complete the project. SRS 

also functions as a blueprint for completing a project with as little cost growth as possible. 

SRS is often referred to as the parent document because all subsequent project management 

documents, such as design specifications, statements of work, software architecture 

specifications, testing and validation plans, and documentation plans, are related to it. 

Requirement is a condition or capability to which the system must conform. Requirement 

Management is a systematic approach towards eliciting, organizing and documenting the 

requirements of the system clearly along with the applicable attributes. The elusive 

difficulties of requirements are not always obvious and can come from any number of 

sources. 

4.1 Functional Requirements 

 
Functional Requirement defines a function of a software system and how the system must 

behave when presented with specific inputs or conditions. These may include calculations, 

data manipulation and processing and other specific functionality. Following are the 

functional requirements on the system: 

 Collecting Date sets and data pre-processing is performed for that data set 

 The date set will be subjected to various date mining techniques ,Clustering will be 

performed on the given data set 

 The clusters are then subjected to other algorithms like Association rule mining and 

trend analysis. 

 

4.2 Non Functional Requirements 

 
Nonfunctional requirements are the requirements which are not directly concerned with the 

specific function delivered by the system. They specify the criteria that can be used to judge 
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the operation of a system rather than specific behaviors. They may relate to emergent system 

properties such as reliability, response time and store occupancy. Nonfunctional 

requirements arise through the user needs, because of budget constraints, organizational 

policies and the need for interoperability with other software and hardware systems. 

 
 

 

Figure 4.1 : Nonfunctional requirements 

 
Some Non-Functional Requirements are as follows: 

 
 Reliability 

The structure must be reliable and strong in giving the functionalities. The 

movements must be made unmistakable by the structure when a customer has 

revealed a couple of enhancements. The progressions made by the Programmer must 

be Project pioneer and in addition the Test designer. 

 Maintainability 

The system watching and upkeep should be fundamental and focus in its approach. 

There should not be an excess of occupations running on diverse machines such that 

it gets hard to screen whether the employments are running without lapses. 

 Performance 

The framework will be utilized by numerous representatives all the while. Since the 

system will be encouraged on a single web server with a lone database server outside 
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of anyone's ability to see, execution transforms into a significant concern. The 

structure should not capitulate when various customers would use everything the 

while. It should allow brisk accessibility to each and every piece of its customers. 

For instance, if two test specialists are all the while attempting to report the vicinity 

of a bug, then there ought not to be any irregularity at the same time. 

 Portability 

The framework should to be effectively versatile to another framework. This is 

obliged when the web server, which s facilitating the framework gets adhered 

because of a few issues, which requires the framework to be taken to another 

framework. 

 Scalability 

The framework should be sufficiently adaptable to include new functionalities at a 

later stage. There should be a run of the mill channel, which can oblige the new 

functionalities. 

 Flexibility 

Flexibility is the capacity of a framework to adjust to changing situations and 

circumstances, and to adapt to changes to business approaches and rules. An 

adaptable framework is one that is anything but difficult to reconfigure or adjust 

because of diverse client and framework prerequisites. The deliberate division of 

concerns between the trough and motor parts helps adaptability as just a little bit of 

the framework is influenced when strategies or principles change. 

 

 

4.3 Product Requirements 

 
Correctness: 

It followed a well-defined set of procedures and rules to engage a conversation with the 

user and a pre-trained classification model to compute also rigorous testing is performed to 

confirm the correctness of the data. 

Modularity: 

 
The complete product is broken up into many modules and well defined interfaces are 

developed to explore the benefit of flexibility of the product. 

 Robustness: 
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This software is being developed in such a way that the overall performance is optimized 

and the user can expect the results within a limited time with utmost relevance and 

correctness. Nonfunctional requirements are also called the qualities of a system 

4.4 Basic Operational Requirements: 

 
The customers are those that perform the eight primary functions of systems engineering, 

with special emphasis on the operator as the key customer. Operational requirements will 

define the basic need and, at a minimum, will be related to these following points:- 

Mission profile or scenario: It describes about the procedures used to accomplish mission 

objective. It also finds out the effectiveness or efficiency of the system. 

Performance and related parameters: It points out the critical system parameters to 

accomplish the mission. 

Utilization environments: It gives a brief outline of system usage. Finds out appropriate 

environments for effective system operation. 

Operational life cycle: It defines the system lifetime. 

 

4.5 Hardware system configuration 

 
 Processor : Pentium Processor and Above

 Ram : 4GB

 Hard disk capacity : 500 GB

 

 

   4.6 Software system configuration 

 
 Operating system : Linux, Windows 7,8,10

 Programming Language : Python 3

 Framework :Anaconda

 IDE : Spider.

 DL Libraries : Numpy, Pandas/.
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Chapter 5 
 

SYSTEM DESIGN 

 
5.1 System Development Methodology 

 
System Development methodology is the development of a system or method  for  unique  

situation. Having a proper methodology helps us in bridging the gap between the problem 

statement and turning it into a feasible solution. It is usually marked by converting the System 

Requirements Specifications (SRS) into a real world solution. 

System design takes the following inputs: Statement of work. Requirement determination plan. 

Current situation analysis. Proposed system requirements including a conceptual data model and 

metadata (data about data).The development method followed in this project is waterfall model. 

5.2 Model Phases 

 
The waterfall model is a sequential software development process, in which progress is seen as 

flowing steadily downwards (like a waterfall) through the phases of Requirement initiation, 

Analysis, Design, Implementation, Testing and maintenance. 

Requirement Analysis: This phase is concerned about collection of requirement of   the system. 

This process involves generating document and requirement review. 

System Design: Keeping the requirements in mind the system specifications are translated in to a 

software representation. In this phase the designer emphasizes on: algorithm, data structure, 

software architecture etc. 

Coding: In this phase programmer starts his coding in order to give a full sketch of product. In 

other words system specifications are only converted in to machine readable compute code 
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Implementation 

Design 

Maintenance 

 

 
 

 

 
 

 

 

 

Figure 5.1: Waterfall Model 

 
Implementation: The implementation phase involves the actual coding or programming of the 

software. The output of this phase is typically the library, executables,  user  manuals  and 

additional software documentation 

Testing: In this phase all programs (models) are integrated and tested to ensure that the complete 

system meets the software requirements. The testing is concerned with  verification  and 

validation. 

Maintenance: The maintenance phase is the longest phase in which the software is updated to 

fulfill the changing customer need, adapt to accommodate change in the external environment, 

correct errors and oversights previously undetected in the testing phase, enhance the efficiency of 

the software. 

5.3 Advantages of Waterfall model 

 
• Clear project objective 

 
• Stable project requirements 

 
• Progress of system is measurable. 

 
• Logic of software development is clearly understood. 

 
•Better resource allocation. 

Requirements 

Specification 

Testing 
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5.4 System Architecture 

 
The system architecture shown in Figure 5.2 gives overall view about all the modules in the 

proposed system of Crimes and the flow of the process right from data collection to 

detection. 

 

 

 
FIGURE 4.2: System Architecture for Crime Analysis 

 

 
 The criminals can hold certain properties and their crimes characteristics and crime careers 

may vary from one criminal to another. Such type of information can be taken as input dataset. 

 The input dataset is given to a pre-processor which performs the pre-processing based on the 

requirements 

 Once the preprocessing is completed the features or attributes from those information are 

extracted which may be in the form of text content from emails, the crime factors for day, 

criminal characteristics, geo-location of the criminals etc.., 

 The preprocessed results is further given to the classification algorithm or the clustering 

algorithm based on the requirements 

 The requirements may be anything from selecting the crime prone areas to predicting the 

criminal based on the previous crime records. 

 The classification algorithm works in a supervised learning manner in which the training and 

testing phase is required in order to train the classifier to identify the new unknown crime 

record. 

 The clustering algorithm works in an unsupervised learning manner which automatically 

separates the crime records based on the number of groups. 



Analysis and Prediction of Crimes by Clustering and Classification  

Page 34 B.E, Dept of ISE, CMRIT 2019-20 

 

 

CHAPTER 6 
 

TESTING 

 
6.1 Software testing introduction 

 
Software testing is a process used to help identify the correctness, completeness and 

quality of developed computer software. Software testing is the process used to measure 

the quality of developed software .Testing is the process of executing a program with the 

intent of finding errors. Software testing is often referred to as verification & validation. 

6.2 STLC (Software Testing Life Cycle): 

 
Testing itself has many phases i.e. is called as STLC. STLC is part of SDLC 

 
• Test Plan 

 
• Test Development 

 
• Test Execution 

 
• Analyze Result 

 
• Defect Tracking 

 

6.2.1 Test Plan 

 

It is a document which describes the testing environment, purpose, scope, objectives, test 

strategy, schedules, mile stones, testing tool, roles and responsibilities, risks, training, 

staffing and who is going to test the application, what type of tests should be performed and 

how it will track the defects. 

6.2.2 Test Development 

 
Preparing test cases, test data, Preparing test procedure, Preparing test scenario, Writing test 

script. 

6.2.3Test execution 

 

In this phase we execute the documents those are prepared in test development phase. 
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6.2.4 Analyze Result 

 

Once executed documents will get results either pass or fail. We need to analyze the results 

during this phase. 

6.2.5 Defect Tracking 

 

Whenever we get defect on the application we need to prepare the bug report file and 

forwards to Test Team Lead and Dev Team. The Dev Team will fix the bug. Again we have 

to test the application. This cycle repeats till we get the software without defects. 

6.3 TYPES OF TESTING: 

 
White Box Testing 

Black Box Testing 

Grey box testing 

6.3.1 White Box Testing 

 
White box testing as the name suggests gives the internal view of the software. This type of 

testing is also known as structural testing or glass box testing as well, as the interest lies in 

what lies inside the box. 

6.3.2 Black Box Testing 

 
Its also called as behavioral testing. It focuses on the functional requirements of the 

software. Testing either functional or nonfunctional without reference to the internal 

structure of the component or system is called black box testing. 

6.3.3 Grey Box Testing 

 
Grey box testing is the combination of black box and white box testing. Intention of this 

testing is to find out defects related to bad design or bad implementation of the system. 

6.4 LEVEL OF TESTING USED IN PROJECT 

 
6.4.1 Unit testing 

 
Initialization testing is the first level of dynamic testing and is the first responsibility of 

developers and then that of the test engineers. 
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6.4.2 Integration testing 

 

All module which make application are tested . Integration testing is to make sure that the 

interaction of two or more components produces results that satisfy functional requirement. 

6.4.3 System testing 

 

To test the complete system in terms of functionality and non-functionality. It is black box 

testing, performed by the Test Team, and at the start of the system testing the complete 

system is configured in a controlled environment. 

6.4.4 Functional testing 

 

The outgoing links from all the pages from specific domain under test. Test all internal 

links. Test links jumping on the same pages. Check for the default values of fields. Wrong 

inputs to the fields in the forms. 

6.4.5 Alpha testing 

 

Alpha testing is final testing before the software is released to the general public. This 

testing is conducted at the developer site and in a controlled environment by the end user of 

the software. 

6.4.6 Beta testing 

 

The beta test is conducted at one or more customer sites by the end user of the software. The 

beta test is conducted at one or more customer sites by the end user of the software. 
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Chapter 7 
 

IMPLEMENTATION 
  7.1 Reading The DataFrame                               

 

import pandas as pd 

import numpy as np 

import matplotlib.pyplot as plt 

import seaborn as sns 

from sklearn.preprocessing import MinMaxScaler 

 

 

from google.colab import drive 

drive.mount('/content/drive') 

 

 

data=pd.read_csv("/content/drive/My Drive/crime-1990-2011.csv",encoding = 'unicode_escape') 

data.head(20) 

 

 

7.2  Finding the number of rows and number of coloumns 

 

 
data.shape 

 

data.info() 

 

 
7.3 Checking  the  Missing And NAN Values 

 

 
data.isnull().sum() 

 

 

7.4 Dropping the NAN Values into the Data 

  

 
data1=data.dropna(axis=0,how="any") 

data1.head() 

 

 

data2=data1.drop(["Year","Force",'TOTAL OTHER MISCELLANEOUS OFFENCES','TOTAL ALL 

OFFENCES'],axis=1) 

data2.head()
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7.5 Data Preprocessing 
 

newdata=data2.replace('..',"0") 

newdata.head() 

 

 

newdata["Robbery of business property"]=newdata["Robbery of business property"].str.replace(",","") 

newdata['Robbery of personal property']=newdata['Robbery of personal property'].str.replace(",","") 

 

 

data3=newdata.apply(pd.to_numeric) 

data3.head() 

 

 

data3.shape 

 

 

7.6 Data Normalization 

 

from sklearn import preprocessing 

data_normalize=preprocessing.normalize(data3) 

data_normalize 

 

 

data_normalize.shape 

 

 

7.7 Elbow Method for Finding the Optimumu K Values 

 

from scipy.spatial.distance import cdist 

from sklearn.cluster import KMeans 

distortions = [] 

K = range(1,7) 

for k in K: 

kmeanModel = KMeans(n_clusters=k).fit(data_normalize) 
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    kmeanModel.fit(data_normalize); 

    distortions.append(sum(np.min(cdist(data_normalize, kmeanModel.cluster_centers_, 'euclidean'), 

axis=1)) / data_normalize.shape[0]) 

 

 

# Plot the elbow 

plt.plot(K, distortions, 'bx-') 

plt.xlabel('k') 

plt.ylabel('Distortion') 

plt.title('The Elbow Method showing the optimal k') 

plt.show() 

 

 

7.8 Model Building of K-Means Clustering 

 

kmeans = KMeans(n_clusters=6, random_state=0).fit(data_normalize) 

labels=kmeans.labels_ 

labels 

 

labels.shape 

 

 

7.9 Split the data into training and testing  

 

from sklearn.model_selection import train_test_split 

 

x_train,x_test,y_train,y_test=train_test_split(data_normalize,labels,test_size=0.2,random_state=1) 

x_train 

 

x_test 
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7.10 Model Building GaussianNB 

 

from sklearn.naive_bayes import GaussianNB  

 

gnb=GaussianNB() 

gnb.fit(x_train,y_train)  # Train the model (Machine learning) 

 

 

7.11 Model prediction of test data 

 

y_pred=gnb.predict(x_test) #Prediction 

y_pred 

 

test_score=gnb.score(x_test,y_test) 

test_score 

 

 

7.12 Confusion Matrix 

 

confusion_matrix=pd.crosstab(y_test,y_pred) 

confusion_matrix 

 

sns.heatmap(confusion_matrix, annot=True,fmt='d',cmap="YlGnBu") 

plt.title("confusion matrix",fontsize=15) 

plt.show()
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  Chapter 8 
 

Screenshots 

 
8.1 Reading the DataFrame 

 

 

FIGURE 8.1: Reading the DataFrmae 

 

 

8.2 Dropping The NAN Values into Data  

 

 

 

    Fig 2. Dropping the Nan Values into Data
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8.3 Data Normalization 
 

 
 

 

8.4 Elbow Method for Finding the optimal K-Values 

 

 
 

Fig 8.4: The Elbow Method  
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8.5 Split the data into training and testing 

 

 

 

 
 

Fig 8.5: Split the data into training and testing
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8.6  Model Prediction of test Data 

 

 
 

 

FIGURE 8.6: Model Prediction of test data 
 

8.7 Confusion Matrix 

 

 
 

Fig 8.7. Confusion Matrix 

 

 



Analysis and Prediction of Crimes by Clustering and Classification  

Page 45 B.E, Dept of ISE, CMRIT 2019-20 

 

 

Chapter 9  
 

CONCLUSION 
 

This project presents a new framework for clustering and predicting crimes based on real data. 

Examining the methods proposed for crime prediction shows that the parameters such as the 

effect of outliers in the data mining pre-processing, quality of the training and testing data, and 

the value of features have not been addressed before. In this framework, the K means 

algorithm was used to improve outlier detection in the pre-processing phase, and the fitness 

function was defined based on accuracy and classification error parameters. In order to 

improve the clustering process, the features were weighted, and the low-value features were 

deleted through selecting a suitable threshold. The proposed method was analysed with 

different clustering and classification algorithms 
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