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Answer any 5 question(s)
Q.No Marks CO PO
1 Explain the priority list method with the help of algorithm. 10 COo1 PO1
2 With a neat diagram ,explain the general configuration and major components of SCADA . 10 CO1 P02
3 Explain the operating states of power system, with a neat diagram showing the transition between the states. 10 CO1 PO3
4 Draw and explain the flow chart of forward dynamic programming algorithm 10 COo1 PO1
Two prime mover generator sets are paralleled . Both have 3 % droop. The frequency is 50 Hz on full load .Plot the speed droop
5 a characteristics and comment on the load sharing if the total load is 400 MW and generator A has a rating of 500 MW and 5 Cc02 PO3

generator B 300 MW.
b What are the functions of AGC?

[} Explain about the constraints to be considered in unit commitment

5 CO2 PO2
10 Co2 PO1

Two generators rated 200 MW and 400 MW are operating in parallel. The droop characteristics of their governors are 4 % and 5
% respectively from no load to full load.The speed set points are such that the governors operate at 50 Hz when sharing the full

7 load of 600 MW in proportion to their ratings.(i)If the load reduces to 400 MW, how is it shared ?At what frequency will the 10 Cco2 PO1
system operate ?(ii)lf now the speed changers are reset so that the load of 400 MW is shared at 50 Hz in proportion to their

rating What are the no load frequencies now?

Capacity Limits of Generations .. . ... st i
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its of the gen P 53 4
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}éﬁ Hydel Pla;lt Constraiﬁtg

Hydel plants do ot have operationsl expenses, These are not included i thid chapicr and have been dealc
with in hydsothermal coordination presented in Chapter 5.
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discuss some of the popular techniques for the solution of the unit

‘4.4 Priority List Method o

“This is the simplest unit commitment solution method, Il : R

i R o : Sa R ey

. Ecample 1, we s shcing dovs i e e s S
, the i tran: ﬁ .

unit, the no-load running co::o:? d:zr:nh" elimi; tred o the ather uris, By shutting down an inefficient
ac & iter hour when the next peak load ﬂpl;m:h“:::i gneea unit s shut down, it will have to be started
e el oty e a7
: Tl e primum shur oqudg‘ﬁ"igmup s Again en.ntedcd. e

ing to a priority rule. A simple method is to prepare he prios g units, the units are ordered acco!

barrier 10 an optimized solution of the unit
lution space, In the next sections, we will
commitment problem.

shuging-down and saringup units duing theperi
priority order, dependinig S foad ai’;th':'f.aﬁ.‘e.“‘f;”

units will be s
420 G L0 ey

nsider an example.

To 3200 4 10 i F

Solution H
A priority order for thesc units prépirid based oh‘theif avetage prodiiéeio
L P

It is important to note thit'thie unicwirh
always commiteed first. Higher numt
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The commitment rule i
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1. P, £500 MW, run unit 2 only (Priority 1)
2. 500 < P, < 1,000 MW, run units 2 and 1 (Priorities] and 2)
3. 1,000 < 7,,, < 1,200 MW, run uni d: ,‘

or=

Py includes load dpl;l‘;ndd;splﬂnl g feserve. 4 | 5
Let us now consider the revérse'case. Assume the demand is 1,200 MW, To i «
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Chapter 4: Unit Commitmenc

A ARt

" 4. 'Compare the humber of iain nmnms in the present hour with the minimum number required for the

s, 'Ilfﬁeh :&b« required in the next hour is greater than the "“mwt,ofuniu in che present hou, stareup
. the mﬁuzccordiugtotheprioritylist. ,},cnmhourislmerﬂﬂﬂ'h“‘mmingi“ the present hour,

ini i ired in R
v ﬁedmmmmffo:i:gﬁlm ich the highest priority number (east efficient) in the present
group will leave sufficient generation to supply the load +spinning reserve. IFnor, o notshuc down the unit.
7. Else, determine the number of A hours, before Wi ich the unit w?uld be needed again.
8. If H is léss than the minimum downtime of the unit, continue with the present commitment.
9. Else, calculate two costs.
"+ Sum of the hourly production costs
« Hourly production costs with unit shut down + the start-up cost 0!
of cooling or banking cost).
If there is significant saving from shutting down the unit,
10. Repeat the procedure hour by hour for the next 24h.

for the next A hours with unit up.
£ the unit (which is the minimum

shut it down.

*xfor the algorithm is given in Fig, 4.5.

Calculate minimum
number of units Compare number |L€SS€r units needed
that must be run of units running
nializele| ftocamyload+ |~ during this hour SL‘:“‘ﬂ’— I'“lbe’ :
spinning reserve with minimum units
for each hour required in next hour|[ | More
of the period - units
needed
Go to next
T o e
start
up cost il
I
NO p,:od No change in
complets units committed x
Record Need fewer
shutdown units for only
YES fima part of H hours
aive Need fewer
coniniied. Shutdown "mz' all [ Compare number of
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for entire period priority kst with that required |~
Vs P9 : in next H hours
. “»The load Is dispatched o commited '
units
++ The period is usually between 24 and m“r’:‘fmﬁm;spam algorithen.

]ﬂgm 4.5 Flowchart for priort
L= priority list method
The priority list may be reordered as and when £ ek o UG}

1. Some units are unavailable due to breakdowng/
2. Spinning reserve requirement is changed.

3.

maintenance,

Running of some units for area : X . s
protection to ,mpm statals
? cliability is mands
tory.
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: cures of SCADA and also includes other computa-

all f i
rporate all fea etc. It includes extensive capabilities of

3. EMS: Encrgy management systems incorporate >
tons; such as load flows, state esimation, contingency analysis
tecord keeping and dara exchange.

4. DMS: Distribution management systems a
DOMS today includes topology analysis and load flow progra

5. m";ﬁ;":::::‘(m system s meant to manage the peak load and is useful for demand-side man-

" gemen. Iccan be 1 sand-alone program o ntegraed into EMS or DMS.
6. AMR: Automatic meter reading is incorporated into LM systems.

re meant to monitor and control distribution feeder loads,
ms that allow identification of problems and

12.1.2 Telemetry

Telemetry refers to the technique used in transmitting and receiving information or data over a medium,
“Typical dara in a power system are the measurements of voltage, power flows, circuit breaker status, etc. The
information is transmitted over a medium, such as cable, telephone, internet or radio. The information can

come from multiple locations.

12.1.3 Data Acquisition

Te refers to the method used to access and control the information or data from the equip that is being
controlled or monitored. The data are then forwarded via the telemetry system. The information can be
cither in an analog or in a digital form. It is the data obrained from sensors, meters, actuators, control equip-
ment like relays, valves, etc.

With the above definitions, we can now define SCADA as  collection of equipment that will provide an
opérator at a remote location with enough information to determine the status of a particular piece of equipment
or an entire substation/power system, and cause actions to take place regarding that equipment or facility without
being physically present at the locasion of the fault®,

2.2 Components of SCADA System

The general configuration is shown in Fig. 12,17, Bac, : =
site (el of the zu‘p:'n"::‘:::; iFA& 12.1", Basically, SCADA systems collect informacion from the

in cither a remote terminal unic (RTU), which i
alealy ¢ ‘minal unit (RTU), which is & s O
mﬂ.’:: e; u]?pg:c::n:ﬂullex (PL?, which controls local actuators and monitor the I:ms‘:"s‘.‘?rm ot
— Ll z:::: ;:;::::lzl of :g\f?;‘n{mrion or data from the RTU/PLC to the central control
u icatis i

iy nmmm“mnem Seiiney C:;;MTU).The communication could be via telephone, radio,

-12.2.2 Remote Station

122 Lomponents of SCADA System:

Controlcenter <
Engineerng
e workstations.

Figure 12.1 General SCADA configuration.

control settings if necessary, and permits the operator to override any automatic control previously set,
should an emergency arise. The HMI is also responsible for displays, reports, historical information, status
information, etc.” ~

The major components of a SCADA system are thus classified as:

1.” Field instrumentation,

2. Remote stations,

3. Communication network,

4. Central monitoring station and
5. Software.

12.2.1 Field Instrumentation

This refers to all the sensors and actuarors that are interfaced dircctly to the cquipment. They generate the
analog and digital signals that are monitored by the remote station. “The gencrated signals are conditionied
t0 be compatible with the RTU/PLC at the remote station. The analog outputs of sensors have standard
industry values like 0-5 V, 0-10 V; 0-20 mA, ete. Digital outputs of sensoss are used to define the status of
the equipment like On-OFF, Full-Empty, Open-Closed, etc.

substatlon/equipment which is being monitored and con-

what are the operating ranges, when to initige op .- P06 mMed (o tell the system what o moniton
intelligent electronic devices (IEDs) thar ar:s:‘da’"'s’ controls, etc. Further, the system may consist of
i ces | art senso, i ini ¢ gt =
:'gtnrlcon}x:l. coinbitniciion Gt oy e, rrnso at times mn{hmlﬂg a sensor, low level 1fnel
irectly with the MTU. Other components are che S s T I8y comauneat
machine interface (MMI)chac allow, i

Field instrumentation connected to the plant/

i i i ite. The remote station may
wolled is interfaced to the remote station to allow ‘manipulation at 2 remote sit

good interfacing for communication and flexible pro-

be an RTU or a PLC. The RTU is a computer vith good | T ogammabiiy. Modem PLCssho

3 ili i in industries. 5 3
~machine intesfuce(HMI), also called the man- grammabilicy. The PLC is used mostly inindustries B8 P Bl s A ystems. A eypical I ink

the operator tg monito and radio

have extensive communication features

" the state of a process under control, madiff is shown in Fig, 12.2

Chapict 12: SUPETVISULY s wove = mim quIStion
Today, the use of Ethernet is on the rise since it js very cheap
1. Internal communication is for server—client or server- 2 wmmunigﬁ;;, : 5 g.

Ve . In gen

puhlish—suhscribe and event-driven basis and uses the standard TCP/

i i /P protocol. A server owns 4
transmitter/ eter subscribed by a client, and when this paramy X ocol. A server ownsa param- -
reciever ; subscriber client. ecer changes, the information is communicated to the

2. Access to remote devices is done through a pollin, i cf
polling system, the data servers poll the :S:uulll’:rs ars:y;::imnegr:lrli.: ghﬂ::::;‘m pmsumd.lmlnmrhe
for different parameters. The controller/RTUlslave responds by sendin; ,; md, e i
when it receives a request. Each of these units will have 2 unique addmswfflnihg :x::nu: S
ally time-stamped. Communication drivers are via field buses, the most common ones bei: u&mﬂ-
Profibus, Worldfip, etc. Some of the drivers are given in the appendix. A single data ,m: mnu“‘ .
port multiple ication p ls. The advantages of polling are that the process of data (E
ering is fairly simple, collisions are avoided and link failure can be easily detected. The diudvar e
is that immediate action is not possible, waiting time increases if the slaves increase. In the intenl:;:
system, the slave monitors its inputs and when it exceeds a limit, it initiates communication to the :
master and transfers data. In such a system, collisions are common and the system has to be equipbed
with error detection and recovery process to cope with it. This facilitates detection of urgent status
% L information. z

12.2.4 Central Monitoring Station

The central monitoring station (CMS) is the master unit of a SCADA system. It is in charge of information
collection from remote stations, generating control actions for any event and generating reports. It could be
just a single computer or a nerwork of workstations to allow sharing of information. The CMS in general
has the foliowing components:

Operator station / : Programmable logic controller
v : ' 1. An MMI or HMI program
Spare RS-232 port § 2. A mimic diagram of the whole system or plant displayed on scrgen for the operator

3. Display of RTUs with present I/O reading
4. Window for alarms
! 5. Trending display ] :

These have been discussed in subsequent sections.

Figure 12.2  RTU unit.
-12.2.3 Communication Network

This refers to th ot

comiumias 2 quipment needed to transfer data to and from different sites. Commonly
mm:wave sarelli nx_zs o R “M?S'“S' dial-up telephone lines or dedicated landline,
;i 2 packe protocols and radio v trunked/ VHF/UHE. Cables are normally used in

factories and ractical X
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12.2,5 Software for SCADA
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open. Proprietary sofewareisdevelop SRR AN hevendor. O
- systemasacurnkey solution. This makesthe cus B hill s oo mbxdifferencequip

kb' | popularityb i (8 PR fSCADAsoft cface,
factured by differentvend t - erface, scalability, redund: ring and distributed

= graphics displays, alarms, trends, RTU/PLC interface,

gure 12.3 U‘“’""‘P'mnelinufurmmmunin(ion, 3 Procesting,




2. S Chapter 1: Introduction to Power System Operation and Control

Industrial

Figure 1.1 Basic structure of a power system.

industrial loads ar€ also’sf three phase. Single-phase ial and residential loads are di d equally
becween'the chree phascs 5o as to form a balanced system. The structure of the power system is shown

inFig. 1.1,

The ission System ini all major stations. Normally, the generated voltage is
11kV or 22 kV. The transmission voltages are 220 kV and above. The voltage level is stepped down at the
distribution substations an fecred to the industrial at voltages between 4-and 35 kV. The
secondary distribution feeders supply to.the residential and commercial suppliers at 230 V: Thus, the net-
work s really large, consisting of a number of generating stations, several transmission interconnections and
the distribution network. Obviously, it is not a simple task to run such a massive structure without failures™
and disruptions in service!!

Operating States of a Power System
E,;L;a;mm and Fink and, Carlson have' classified a- system operation into five states as shown in
ig 12,
The system operation is: governed by equality,and iincqiali The equali ints are
h « equality
nothing but the power balance between generation and load. The incqualicy constraints et the limits on

7
)

1.2 " Operating States of a Power System

8 NORMAL STATE &
onomic dispatch and load tracking

Ec

ALERT STATE E

INSECURE|

RESTORATIVE STATEE, |

Preventive-control
ik M

Resynchronization

ﬂ

IN EXTREMIS STATEE,T

EMERGENCY STATE E, T

Protect equipment, ney control
reduce l6sses Epsgency
System disintegrated ‘System still intact

1 = Inequality constraints
T= Inequality constraints
not satisfied

€ = Equality constrainis

E = Equality constraints
not satisfied

Figure 1.2 Operating states of a power system.

different operating parameters, such as voltage, generation limits, currents, etc. The system states are classi-
fied as follows:
1. Normal operating state: In this state, the equality

(E) and inequali (1) are both
satisfied. The generation is adequate to meet the demand, without any equipment being overloaded.
Further, the reserve margins are sufficient to provide security for normal stresses.

2. Alert state: In this state also, the cquality and incquality constraints are satisficd. However, the reserve

margins are reduced. Therefore, there is a possibility that some inequality constraints (limits on
equipment) may be violated in the event of disturbances. Preventive control will lead the system from
the alere state to the normal state.

3. Emergency state: Duc to severe disturbances, the system may enter an emergency state. This could be

because of imbalance between generation and loads, either at the system level or at the local level. This could
also be because of instability due to energy built-up in the system after a fault. Some strong control measures,
such as direct o indirect load shedding, generation shedding, shut capacitor or reactor switching, necworlk
splitting, called emergency control measures are to be taken. If these measures are not taken on time, the system
stabilicy may be under threat and the system may eventually break down and g6 to the Jn Extremis state.

4. In extremis state: In this state, both the equality and the inequality constraints are violated. The viola-

tion of the equality implies that the and the load demand do not match. This
means that some part of the system load is lost. Emergency measures must be taken to prevent a total
grid collapse.

5. Restorative state: This is a transitional state, where the inequality constraints are satisfied by the emer-

gency control actions taken, but the system has still not come to normalcy in terms of the equality con.
straints. We can have a transition either to the alert state or to the normal state.

B x

4.5 Dynamic Programming

4,5.1 Dynamic Programming Methods for Unit Commitment

ic prog ing (DP) methods applied to unit

pular since the 1970s. The

Dy P
DP methods resort to creation of a priority list usin, i

0 g DP search. They are characterized by forward and
back ;.)arh operations. 'I.'he essence of the DP approach is that the problem of finding the o;.i’;num outputs
of various units for a given load s replaced by the problem of finding the optimum outputs of the various
units for all loads berween the minimum output and the maximum capacity of the units. The big advantage

of this app
operating K+ 1 units,

C itment of units p
hour. The most

I schedule is ob

h is that knowing the opti way of operating K units, we determine the optimum way of

Lhaata time and combination of schedulable units are calculated for each
d by backtracking from the combination with the least total

cost at the final hour through the optimal path to the combination at the initial hour. The problem boils
down to searching the feasible solutions, for the optimal solution. This is far from simple. :

Assume there are 10 schedulable units, every hour. Then there are 2'° coml

binations to be tried, which

ions. One method is the

is impractical. Hence, DP is clubbed with heuristic methods to
" ; i

Y R
progr ial
PHUg

(DP-SC). The DP-SC method generates a subset of combi-

o4 o 1
nations by turning each unit on one by one, in the order given by the priority list sequence. Thus, if we have
10 units, we try 11 combinations. These are all units OFF, priority 1 unit ON, Priority 1 and 2 units ON,
priority 1, 2 and 3 units ON, and so on, to all units ON. Note that we do not try all 2" combinations in

this method. Hence, the soll will be sub. l, but the di lity problem is well handled. It is
simple and suited under a rapidly varying load. s
Another method is the dynamic progt ing truncated combi (DP-TC). This method generates

a subset of the combinations by selecting a fixed number of schedulable units and then trying out all com-
binations of the subset. This method is suitable for small changes in the system load. For a'system with four
units, generation of combinations for different DP methods is depicted in Table 4.5. s LS

Table 4.5 Generation of combinations for different DP methods

Combination Number ~ DP Units  DP-SC Units DP-TC Units 3 o

4321 4321 321 :

0 0000 0000 000

. 1 0001 . 0001 001
2 0010 0011 010. :

3 0011 o111 011

4 0100 1111 100

5 0101 101

6 0110 10

(Continued)
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generating 50 MW wich un: i 5”,‘. v ‘:"l.g;;g,mmg alone. For mmf,lc, £i(50) is the cost of
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tted. 'mno

fdu For'é&dmple, F, (80) is the cos€ of generating & 80 NLW
results in a recursive formula giver f

E)= min, [f,,(,)u: x(*-y)] PR (48

Solution
The speed droop is 3%. Therefore, the frequency at no load is 3% more than at full load which is 51.5 Hz.

The characteristic is shown in Fig. 6.8. -

“in’the above formula, xMWm:gcnéraidl by N units, Oiie'6f MW ""M"" t :
‘MW, at
ata cost of Fy(y) and (x-y)MW are generated by rh: i J o anformuh.
we can determine the comblnanon of units, which ylel inim pehung €6és"for Variotis Toads in ;
steps, from the ible load of the smallest unit, to the sum ofdm ¢ capacities of
all available units. Consider a plant with four umu which has MW
t vary in sups of 10 MW‘Gnven the |

NP unic

-I) unl

Step 1: Anzng: the units in.pri .lty ordet

Step 2: Assume unit 1 is committed based on their production cos
30 and 40 MW with unit 1.

Step 3: Assume units 1 andZ are committed. To supply 40 MW, we)uv: the followmg options:

40 0
30 AT
2 . 2 20
10 R 30
0 b vt 4 T

For each of the above allocations, d. ine the cost of prod whi lowest cost for pmduc-
ing 40 MW. This yields lhc optimum commitment for a load of 40 MW. Nuw determine the best oj
to produce 30 MW with units 1 and 2. The options available ar: SR

30 0
20 Attt e
10 20
0 30

Similarly, determine the best option to produce 20 MWiand 10 MW wich unics 1 aid 2.
Step 4: Now assume units 1, 2 and 3,are committed: To meet 40 MW with three units we have the fol- ¥
lowing options.

iy
‘In.the cost for load supplied by units'1 and 2, we'choose lhéophmum allocation obrained from step 3
tforthe load: We compute the production cost with each of the above oomblmmns and-choose the best
1/2Ption to produce 40 MW with three pnm Smulady, d:unnme rhe bc;,o n to generate 30 20 lnd
10 MW-with three units. - e e

51.5Hz
Frequancy' Characteristics of units
a0 S . (Hz) AandB j
50 Hz
. 100% i
-~ % of load

Figure 6.8 . Generators with identical droop characteristics: Example 6.1.
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Ina power system the loads and losses are sensitive to frequency. If a generating unit is tripped or the load on
the system is increased, the power mismach is initially compensated by extracting the kinetic cnergy from
system inertial storage causing a decline in system frequency. As the frequency decreases, the power taken by
the [oflds also decreases. Equilibrium in larger systems is generally obtained when the reduction in frequency

lsfbns.mvc. load balances the output of the tripped generator or the load increase at the new frequency. If equi-
1orium is reached it is in less than 2 s.

If}hc mismarch is large, then the governor action has to increase the generation of the units such that
equilibrium is reached, when the reduction in the power taken by the loads plus the increase in generation
m"ftf up for the mismatch. Such equilibrium is reached in 10-15 s after tripping of a unit or connection of
additional load, The main requirement of the AGC is to ensure the following: g : 3
L The frequency of the various bus voltages are maintained at the scheduled frequency.

* Ahetie-line power flows are maintained at the scheduled levels.
* the total power is shared by all generators economically (economic dispatch),
The firse two functions are realized using the ALFC, whereas the chird has been extensively dealt with in

lis(aglﬁr 3. Apart from this, modern AGC strategies” include many more fuiictions. ‘Somc‘of'tl.ten'l gl
d here, : RN

A0Q T

e s generation trend acceprably matching the trend roquired 1o serve the changing load at the

scheduled frequency, over the selected time frame. i,
-2, Schedule generation to accumulate Jower fucl cost over the selected time frame, which includes recogniz-

ing undesirable generation ranges in diffcrent units and avoiding sustained operation in these ranges.
3. Maintain a sufficient level of reserved control range and sufficient level of control rate.

. 4. Operate the system with higher sccurity margins.
5. Provide timely recommendations for changing of outputs of units which are manually controlled.
6. Provide meaningful alarms such as display in control center for deviation from desired generation, unit

_ not responding to AGC control signal, anticipated future generation, ctc.

The design of AGC system depends on the way the units respond to AGC signals. The response character-
istics of units vary widely and depend on many factors such as:

1. Type of generating unit: fossil-fired, nuclear hydro, combined cycle, etc.

2. Type of fuel used: coal, oil, uranium, gas, etc.

3. Type of plant conurol.

4. Type of plant: once-through boiler, drum-type boiler, pressurized-water nuclear reactor, pumped storage
- hydro, ctc., 3

5. Operating point of units.
*6. 'Manual control by operators.

Tn mulei_arns ranrenl tisdine nower deviation dicrates the AGC control. This is dealt with in Chapter 7.



4.3 - Constraints in Unit Commitment

Constraints on the unit commitment problem are unique to the power system under consideration. The
constraints depend on the composition of the generator units (thermal, hydel, renewable, etc.), the load
curve, the operational requirements of the urility, etc. However, there are some ¢ ints to be considered .
irrespective of the unique configuration. ; !

4.3%1 Spinning Reserve.

In any power system, some amount of active power generation capability has to be kept in reserve to re-
establish the balance between load and generation at all times, even under the eventuality of a unit failing.
Different types of reserves are required to respond to different types of events over different time frames.
| Spinning reserve is defined in various ways:

1. “Generators online, synchronized to the grid, that can i output immediately in e 10 a
major outage and can reach full capacity within 10 minutes,” by Hirst and Kirby". R

2. “The additional output which a part-loaded §cncmdng plant is able to supply and sustain within
5 minutes,” by British Electricity International™.

3. “The total synchronized capacity, minus the load and the losses,” by Wood and Wollenberg®.

4. “Unloaded g ion that is synchronized and ready to serve additional demand,” by NERC',

A broad definition would be, “the unused capacity which can be activated on decision by the sys-
tem operator and which is provided by generators synchronized to the grid and capable of supplying active
power.

Spinning reserve = (sum of the capacities of all units synchronized at a time)~(load +losses in the system
at that time). A negative spinning reserve is also defined as the capacity that can be switched off quickly to
compensate for a dip in energy demand (shutting down a unit).

Spinning reserve is necessary so that the loss of a generating unit does not lead to a drop in sys-
tem frequency. There should be ample reserve in the system so that in the event of loss of a unit, the
other units can take up the load within a specified time period. It must be sufficient to meet the loss
of the most heavily loaded unit in the system or it can be specified as a percentage of the forecasted
peak demand. A more complicated approach is to calculate the reserve as a function of the probability '
of not having sufficient generation to meet the load. The constraints can be mathematically stated as -
follows:- 4% g

' i 43) .
S PoisU, 2By, + SRi1SST : ¢ ‘)_
where
P,.... = power generation limit of unit / at time #

U,,=1if unit { is committed at time # (ON)
P, =demand at time ¢
SR, = spinning reserve at time £ (MW). : ’

The spinning reserve must be allocated among fast-responding units and slow-responding unifs to allow
the ic generation | (AGC) to restore frequency quickly. By
Apart from spinning reserve we also have scheduled or off-/ine reserve. These are units which are not con-
nected on-line, but which can be started on quickly, Gas turbines are used for this. Pumped hydro plants
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In addition to the time constraints in thermal units, we have to consider the start-up costs for these units
as well. !

h

‘/4/ .3 Start-Up Costs of Thermal lfmts

Start-up costs are the costs incurred in sumng a thermal unit. Thcrc is ,a need o balance the stare- up costs
and the running costs. In the total cost calculation, we need to calculate the hourly producuon cost of run-
ning the commirted units (based on equal incremental ‘costs) to'meer the demand plus spinning reserve and
the total cost of shutting down and starting up units during the period.!

When the load is removed from a unit, the boilér-will; either be shut down or allowed to cool, or it will
be banked. In the banking mode; the boiler is'isolated from; the steam_system at no load and k:pt at the system
operating pressure and temperature by intermittent firing of cither the igniters or by a main burner. The =
costs of the two options (cooling and bankmg) must be compared before chaosing the best option. The

Sigi: ,, 1108 1% 10 bt (HC) BTN

start-up cost when the boiler is cooled can be given

Stan-up COS[.v-;C [l t-a(‘-“],t;Kﬁyh Guiil et 73] ,'r.‘.i‘(lb‘ 593 3'),135(416)‘"

where besmsb o i
C, is the cost of starting boiler coldin Rs/h: ($/h). eridiaan g o> VA e .: a;
¢ is the number of hours unit has been shur dowri.(or: oooled). 1 ztipu 8 RV B h'.:m EaaR
K includes maintenance and operation cost and cost qf startmg the turbmg __ qulaf}d L s TR /
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4,34 Network Constraints

The transmission network may have an effect on the commitment of the units. Consider Fig. 44.  ~
Assuming that the cost of production for G, is higher than G, and G,, the transfer of power from G, G, to
the load is limited by the transmission capacity of the lines. Hence, it is probable that the more expensive
unit G, is committed, even though cheaper units (G, and G,) are available. Similarly, network interconnec-
tions dictate that some units must be run to provide voltage support. Such units are called must-run units. *
Such network constraints will also affect the decision of the units to be committed. e

¢ oAl

4,35 Emission Constraints

Emission constraints pose a challenge today,
house gases) emissions and global warming. This limits the pollutants (such as SO,,

ating units may emit, The constraints are modeled in various ways, such as:

as the emission norms are stringent in view. of GHG(grc'cn- ;
NO,) which the gener-
1. Limit on each plant at each hour.

2. Limit on the plant over a year.

3. Limit on a group of plants (a pool) over a period. , R A S B S

Load

Figure 4.4 Nerwork constraints.
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where P, is the generation of unit  at period k. e
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4,377 Fuel Constraints

Some units have a limit on the fuel consumption. This_i.s»'mort of a challenge

which include a number of micro grids operating with different fuels. .

in the recent power systems

1hoecsd s Bnazutel 2
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4,34 . Security Constraints

‘ 8()= Tp(0)g,()

where : AT eai e )
'S(s) = probability that the system has insufficient generating capacity at time £
2{#) = probability that the system is in state fat time ¢ ..

{ is a condition for which the load exceeds the gencration ar time ¢

! from(hc ’h{)ug'ar which the sysrqn is in a known srare.
-one; that will have spﬂflcigqt‘gpaciy to supply the load with am acceprable
casured by having reliability yalues for S()., | .|

Hydel plants do rot have operational expenses. These are not incladed in this cha ter and have been dealt

with in hydsothermal coordination presented in Chaper 5. d
éswcmn%;['f'th- },19’{ é? ‘?","h:‘,?;lf’-? tgtigl}."thg_limllba'nic; to an 6|§iimizcd solution of the unit

commitment problem is the high di "‘,.Cf_“!o‘,“%!")',o"'!)?? feasible solution space. In the next sections, we will

SR FUR DT TR B

3 ol G507 i a8 g A
discuss some of the popular techniques for thie solution of the uni commitment problem.

() The droop characteristics are drawn as in Example 6.4. Since 600 MW is shared in proportion to their rating,
unit 1 supplies 200MW and unit 2 supplies 400 MW, which is their capacity, respectively. Therefore, both
the units-q.)cm!c at 100% full-load when supplying 600 MW. We take 100 MW to be the base power. The
characteristics are drawn as shown in Fig. 6.12. Unit 1 has a frequency change from 1.04 pu to 1.0pu from
no-load to full-load (2pu) and unit 2 has a frequency change from 1.05 pu to 1.0 pu from no-load to full-load
(491.1)..'1'_hm atfé l?u. total load is 2 + 4 = 6 pu. The load now changes to 400 MW, Let x pu be the outpur
of unit 1. Total load is 400 MW = 4 pu. Therefore, the output of unit 2 is 4 — x pu. From the figure,

BC_CC, _ 0.04—Af

BO~ 00, 004 - 9
ACc_CC 0.05- =
A0 = %0, = o.osAf =4 e L
o
From (i) 0a= 1‘_ Q.Sx . , (iii)

‘From (ii) '?-i=o.zsx (iv)

0.05
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or 0.0125x = 0.04 — 0.02x
x¥=1.23077 pu
=123.077 MW
4-x=27692 pu=276923MW
Af =(0.25x)0.05=0.01538 pu
Frequency f; =1+ Af =1.01538pu

=50.769Hz
1.07 T T T T T ll T
i { f | | ~
1.06 | 3 ! B S ]
; 7 ; | :
. ! - s :
A ! ' ’ ‘ - i & i
105 - , ey --—-*--!4-»--- F Ao mua s
: J ! | 2 !
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\ | . '
N\, | " '
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g 1.03 | \ ----------- R
1.02 et e
1.01 R G

- 02
1 |
! 3 B6 o4

Output (pu)
Figure 6.12 Example 6.5, case (i).
- . - . : m
(i) Now the governor settings are changed such that they share 400MW in proportion to their rating at 50

». Output of unit 1= 400X % =133.33MW

=1.3333pu
Output of unit 2 = 266.67 MW
= 2.6667 pu

The characteristics are as shown in Fig. 6.13.
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Output (pu)
Figure 6.13 Example 6.5, case (ii).

" Here, thefmqucncyns 1 pu at the load e 4pu. We now plot the droop characteristics with same slopes of 4%
and 5% as shown in Fig. 6.13. From the graph, the intercepts are :
f; =1.02666 pu=51.33Hz and f; = 1.0333 pu = 51.665 Hz

W¢ mn also calculate the frequencies as follows:

004 _ A

Slope of unir 1="5"== 1333
Af; =0.02666 pu (no load frequency of unit 1)
£,.=1+0.02666 = 1.02666 pu = 51.33 Hz

e2=005_ _Bf
Slapeafutic =4 == 78667
Af; =0.03333 pu (no load frequency of unit 2)
f2=1+0.0333=1.0333pu =51.665Hz



