
 



1. With a neat diagram, describe the working of analytical processing model 

 

 
 

1. Define the business problems to be solved 
2. All source-data need to be identified that could be of potential interest. 
3. All data to be gathered in a staging area 
4. Basic exploratory analysis will be considered. 
5. Data cleaning step to get rid of all inconsistencies 
6. In the analytics step, an analytical model will be estimated on the preprocessed and 

transformed data. 
 

Once the model is built it will interpreted and evaluated by the business experts. 

 

2. Various factors required for analytical model: 
 

1. Business relevance 
2. Statistical performance 
3. Operational efficient 
4. Economic cost 
5. Local and International regulations and legislation 

 



 

 

 
 

 

 

 

 



3. Discuss the critical components of hadoop with neat diagram 
 

 
 

4. What is predictive analysis? Why are they required?Discuss the leading trends of 
predictive analysis. 

 

To master analytics, enterprise will move from being in reactive positions to forward leaning position. 

Recommendation engines similar to those used in Netflix and Amazon that use past purchases and 

buying behavior to recommend new purchases. 



Risk engines for a wide variety of business areas, including market and credit risk, catastrophic risk, 

and portfolio risk. Innovation engines for new product innovation, drug discovery, and consumer and 

fashion trends to predict potential new product formulations and discoveries. 

 
Customer insight engines that integrate a wide variety of customer related info, including sentiment, 

behavior, and even emotions. Customer insight engines will be the backbone in online and set-top box 

advertisement targeting, customer loyalty programs to maximize customer lifetime value, optimizing 

marketing campaigns for revenue lift, and targeting individuals or companies at the right time to 

maximize their spending habit. Optimization engines that optimize complex interrelated operations and 

decisions that are too overwhelming for people to systematically handle at scales, such as when, where, 

and how to seek natural resources to maximize output while reducing operational costs— or what 

potential competitive strategies should be used in a global business that takes into account the various 

political, economic, and competitive pressures along with both internal and external operational 

capabilities. 

5. Classify the differences between map reduce and RDBMs 
 

• MapReduce suits in an application where the data is written once and read many times like in 
your Facebook profile you post your photo once and that picture of your seen by your friends 
many times, whereas RDBMS good for data sets that are continuously updated. 

• The RDBMS is suits for an application where data size is limited like it's in GBs,whereas 
MapReduce suits for an application where data size is in Petabytes. 

• The RDBMS accessed data in interactive and batch mode, whereas MapReduce access the data 
in batch mode. 

• The RDBMS schema structure is static, whereas MapReduce schema is dynamic. 

• The RDBMS suits with structure data sets, whereas MapReduce suits with un-structure data 
sets. 

• The RDBMS scaling is nonlinear, whereas MapReduce is linear. 
 

6. Volunteer Computing and Grid Computing: 
 

Grid Computing: 
 

The High Performance Computing (HPC) and Grid Computing communities have been doing large-
scale data processing for years, using such APIs as Message Passing Interface (MPI). Broadly, the 
approach in HPC is to distribute the work across a cluster of machines, which access a shared 
filesystem, hosted by a SAN. This works well for predominantly compute-intensive jobs, but 
becomes a problem when nodes need to access larger data volumes (hundreds of gigabytes, the 
point at which MapReduce really starts to shine), since the network bandwidth is the bottleneck 
and compute nodes become idle. MapReduce tries to collocate the data with the compute node, 
so data access is fast since it is local. This feature, known as data locality, is at the heart of 
MapReduce and is the reason for its good performance. Recognizing that network bandwidth is 



the most precious resource in a data center environment (it is easy to saturate network links by 
copying data around), MapReduce implementations go to great lengths to conserve it by explicitly 
modelling network topology. Notice that this arrangement does not preclude high-CPU analyses 
in MapReduce 

 
Volunteer Computing: 

 

Volunteer computing projects work by breaking the problem they are trying to solve into chunks called 
work units, which are sent to computers around the world to be analyzed. For example, a SETI@home 
work unit is about 0.35 MB of radio telescope data, and takes hours or days to analyze on a typical home 
computer. When the analysis is completed, the results are sent back to the server, and the client gets 
another work unit. As a precaution to combat cheating, each work unit is sent to three different 
machines and needs at least two results to agree to be accepted. Although SETI@home may be 
superficially similar to MapReduce (breaking a problem into independent pieces to be worked on in 
parallel), there are some significant differences. The SETI@home problem is very CPU-intensive, which 
makes it suitable for running on hundreds of thousands of computers across the world,8 since the time 
to transfer the work unit is dwarfed by the time to run the computation on it. Volunteers are donating 
CPU cycles, not bandwidth. MapReduce is designed to run jobs that last minutes or hours on trusted, 
dedicated hardware running in a single data center with very high aggregate bandwidth interconnects. 

 
 

7. Calculate the Z-Score and detect the outlier for the following data. Where mean = 40 Standard 
deviation = 10 and Data= 30 50 10 40 60 80 
 

 

 
 
 
 
 
 
 
 
 



8. Discuss the application of big data analytics 
 
Marketing: Response modeling Net-Lift Modeling Retention Modeling Market-based analytics 
Recommender Systems Customer segmentation  
 
Risk Management: Credit risk modeling Market risk modeling Operational risk modeling Fraud 
detection 
 
Government Tax: avoidance Social Security Fraud Money Laundering Terrorism detection  
 
Web: Web analytics Social media Multi-variate trusting  
 
Logistics: Demand forecasting Supply chain analytics 
 
 

9. Data Sources and Data Elements  
 
Transaction: - Transactional data consists of structured, low-level, detailed information capturing 
the key characteristics of a customer transaction.  
Un-Structured data: – are stored in form of text documents. 
Qualitative, expert based data:-Subject matter expertise  
Data-Poolers:- Dun & Bradstreet, Thomson Reuters  
Social Media: Data from face book and twitter etc. 
 
Continuous: - There are data elements that can be defined on an interval that can be limited / 
unlimited.  
Categorical: -Nominal: Take limited set of values Ordinal: Take limited set of values with a 
meaningful ordering in-between. Binary: Take on 2 values. 
 

10. Construct box plot:  51 17 25 39 7 49 67 41 20 2 43 13  
 
 
 
 
 
 
 

 

 
 
 
 
 

 

 

 

 

 



 


