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1  Explain the design principles of ANN by constructing a model representation 

by single and multilayer ANN. Describe steps built in ANN (Artificial Neural 

Network) 

5+5 

Artificial Neural Networks (ANN) are inspired by the information processing 

model of the mind/brain. The human brain consists of billions of neurons that link 

with one another in an intricate pattern. Every neuron receives information from 
many other neurons, processes it, gets excited or not, and passes its state 

information to other neurons. 

 

Just like the brain is a multipurpose system, so also the ANNs are very versatile 

systems. They can be used for many kinds of pattern recognition and prediction. 

They are also used for classification, regression, clustering, association, and 

optimization activities. They are used in finance, marketing, manufacturing, 
operations, information systems applications, and so on. 

 

ANNs are composed of a large number of highly interconnected processing 

elements (neurons) working in a multi-layered structures that receive inputs, 
process the inputs, and produce an output. An ANN is designed for a specific 

application, such as pattern recognition or data classification, 
and trained through a learning process. Just like in biological systems, ANNs make 
adjustments to the synaptic connections with each learning instance. 

 

ANNs are like a black box trained into solving a particular type of problem, and 

they can develop high predictive powers. Their intermediate synaptic parameter 
values evolve as the system obtains feedback on its predictions, and thus an ANN 

learns from more training data  
Business Applications of ANN 

Neural networks are used most often when the objective function is complex,and 
where there exists plenty of data, and the model is expected to improve over a 

period of time. A few sample applications: 

 
1. They are used in stock price prediction where the rules of the game are 
extremely complicated, and a lot of data needs to be processed very quickly.  
2. They are used for character recognition, as in recognizing hand-written text, or 

damaged or mangled text. They are used in recognizing finger prints. These are 

complicated patterns and are unique for each person. Layers of neurons can 
progressively clarify the pattern leading to a remarkably accurate result.  
3. They are also used in traditional classification problems, like approving 
afinancial loan application. 

 

Design Principles of an Artificial Neural Network 
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1. A neuron is the basic processing unit of the network. The neuron (or processing 

element) receives inputs from its preceding neurons (or PEs), does some nonlinear 

weighted computation on the basis of those inputs, transforms the result into its 
output value, and then passes on the output to the next neuron in the network . X‘s 

are the inputs, w‘s are the weights for each input, and y is the output. 

 

2. A Neural network is a multi-layered model. There is at least one input neuron, 
one output neuron, and at least one processing neuron. An ANN with just this basic 

structure would be a simple, single-stage computational unit. A simple task may be 
processed by just that one  
neuron and the result may be communicated soon. ANNs however, may have 

multiple layers of processing elements in sequence. There could be many neurons 
involved in a sequence depending upon the complexity of the predictive action. 

The layers of PEs could work in sequence, or they could work in parallel 

 

 
 

2  Using Apriori algorithm create the association rules with following data set. 

Given s= 33% and C = 50% 

Transaction List 

1 Milk Egg Bread Butter 

2 Milk Butter Egg Ketchup 

3 Bread Butter Ketchu

p 

 

4 Milk Bread Butter  
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5 Bread Butter Cookies  

6 Milk Bread Butter Cookies 

7 Milk Cookies   

8 Milk Bread Butter  

9 Bread Butter Egg Cookies 

10 Milk Butter Bread  

11 Milk Bread Butter  

12 Milk Bread Cookies Ketchup 

 



 

 
3 (a)  What is Support Vector Machine? What are support vectors? Explain Kernel 

method. 
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The beauty of SVM is that if the data is linearly separable, there is a unique global 

minimum value. An ideal SVM analysis should produce a hyperplane that 

completely separates the vectors (cases) into two non-overlapping classes. 

However, perfect separation may not be possible, or it may result in a model with so 

many cases that the model does not classify correctly. In this situation SVM finds 

the hyperplane that maximizes the margin and minimizes the misclassifications 

 
The simplest way to separate two groups of data is with a straight line (1 

dimension), flat plane (2 dimensions) or an N-dimensional hyperplane. However, 

there are situations where a nonlinear region can separate the groups more 



 

efficiently. SVM handles this by using a kernel function (nonlinear) to map the data 

into a different space where a hyperplane (linear) cannot be used to do the 

separation. It means a non-linear function is learned by a linear learning machine in 

a high-dimensional feature space while the capacity of the system is controlled by a 

parameter that does not depend on the dimensionality of the space. This is called 

kernel trick which means the kernel function transform the data into a higher 

dimensional feature space to make it possible to perform the linear separation. 

 
 

   (b) What is Web Mining? Explain its characteristics and three types of web 

mining. 

 

Web mining is the art and science of discovering patterns and insights from the 

World-wide web so as to improve it. The world-wide web is at the heart of the 

digital revolution. More data is posted on the web every day than was there on the 

whole web just 20 years ago. Billions of users are using it every day for a variety of 

purposes. The web is used for electronic commerce, business communication, and 

many other applications. Web mining analyzes data from the web and helps find 

insights that could optimize the web content and improve the user experience. Data 

for web mining is collected via Web crawlers, web logs, and other means.  

Here are some characteristics of optimized websites:  

1. Appearance: Aesthetic design. Well-formatted content, easy to scan and navigate. 

Good color contrasts.  

2. Content: Well-planned information architecture with useful content. Fresh 

content. Search engine optimized. Links to other good sites.  

3. Functionality: Accessible to all authorized users. Fast loading times. Usable 

forms. Mobile enabled. This type of content and its structure is of interest to ensure 

the web is easy to use. The analysis of web usage provides feedback on the web 

content, and also the consumer’s browsing habits. This data can be of immense use 

for commercial advertising, and even for social engineering. The web could be 

analyzed for its structure as well as content. The usage pattern of web pages could 

also be analyzed.  

Depending upon objectives,  

web mining can be divided into three different types: 

 1. Web usage mining As a user clicks anywhere on a webpage or application, the 

action is recorded by many entities in many locations. The browser at the client 
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machine will record the click, and the web server providing the content would also 

make a record of the pages served and the user activity on those pages. The entities 

between the client and the server, such as the router, proxy server, or ad server, too 

would record that click  

2. Web content mining :A website is designed in the form of pages with a distinct 

URL (universal resource locator). A large website may contain thousands of pages. 

These pages and their content is managed using specialized software systems called 

Content Management Systems. Every page can have text, graphics, audio, video, 

forms, applications, and more kinds of content including user generated content.  

3. Web structure mining The Web works through a system of hyperlinks using the 

hypertext protocol (http). Any page can create a hyperlink to any other page, it can 

be linked to by another page. The intertwined or self-referral nature of web lends 

itself to some unique network analytical algorithms. The structure of Web pages 

could also be analyzed to examine the pattern of hyperlinks among pages. There are 

two basic strategic models for successful websites: Hubs and Authorities. 

4 (a) Explain Naïve Bayes model to classify the data into right class using following data 

set 

Text Tag 

"A great game" Sports 

"The election was over" Not sports 

"Very clean match" Sports 

"A clean but forgettable game" Sports 

"It was a close election" Not sports 

Now, which tag does the sentence A very close game belong to? 

Now we need to transform the probability we want to calculate into something that can be 

calculated using word frequencies. For this, we will use some basic properties of 
probabilities, and Bayes’ Theorem. If you feel like your knowledge of these topics is a bit 

rusty, read up on it, and you'll be up to speed in a couple of minutes. 

Bayes' Theorem is useful when working with conditional probabilities (like we are doing 

here), because it provides us with a way to reverse them: 

In our case, we have P (Sports | a very close game), so using this theorem we can reverse 

the conditional probability: 

Since for our classifier we’re just trying to find out which tag has a bigger probability, we 

can discard the divisor —which is the same for both tags— and just compare with 

This is better, since we could actually calculate these probabilities! Just count how many 

times the sentence “A very close game” appears in the Sports tag, divide it by the total, and 

obtain P (a very close game | Sports). 

There's a problem though: “A very close game” doesn’t appear in our training data, so this 

probability is zero. Unless every sentence that we want to classify appears in our training 

data, the model won’t be very useful. 

Being Naive 

So here comes the Naive part: we assume that every word in a sentence is independent of 

the other ones. This means that we’re no longer looking at entire sentences, but rather at 

individual words. So for our purposes, “this was a fun party” is the same as “this party was 

fun” and “party fun was this”. 
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We write this as: 

This assumption is very strong but super useful. It's what makes this model work well with 

little data or data that may be mislabeled. The next step is just applying this to what we had 

before 

And now, all of these individual words actually show up several times in our training data, 

and we can calculate them! 

Calculating Probabilities 

The final step is just to calculate every probability and see which one turns out to be larger. 

Calculating a probability is just counting in our training data. 

First, we calculate the a priori probability of each tag: for a given sentence in our training 

data, the probability that it is Sports P (Sports) is ⅗. Then, P (Not Sports) is ⅖. That’s easy 

enough. 

Then, calculating P (game | Sports) means counting how many times the word “game” 

appears in Sports texts (2) divided by the total number of words in sports (11). Therefore, 

However, we run into a problem here: “close” doesn’t appear in any Sports text! That 

means that P (close | Sports) = 0. This is rather inconvenient since we are going to be 

multiplying it with the other probabilities, so we'll end up with 

This equals 0, since in a multiplication if one of the terms is zero, the whole calculation is 
nullified. Doing things this way simply doesn't give us any information at all, so we have to 

find a way around. 

How do we do it? By using something called Laplace smoothing: we add 1 to every count 

so it’s never zero. To balance this, we add the number of possible words to the divisor, so 

the division will never be greater than 1. In our case, the possible words are ['a', 'great', 

'very', 'over', 'it', 'but', 'game', 'election', 'clean', 'close', 'the', 'was', 'forgettable', 'match']. 

Since the number of possible words is 14 (I counted them!), applying smoothing we get tha 

The full results are: 

Word P (word | Sports) P (word | Not Sports) 

a (2 + 1) ÷ (11 + 14) (1 + 1) ÷ (9 + 14) 

very (1 + 1) ÷ (11 + 14) (0 + 1) ÷ (9 + 14) 

close (0 + 1) ÷ (11 + 14) (1 + 1) ÷ (9 + 14) 

game (2 + 1) ÷ (11 + 14) (0 + 1) ÷ (9 + 14) 

Now we just multiply all the probabilities, and see who is bigger: 

Excellent! Our classifier gives “A very close game” the Sports tag. 

 

   (b) Compare text mining and data mining. 

 

Below is a table of differences between Data Mining and Text Mining: 
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S.No. Data Mining Text Mining 

1. 
Data mining is the statistical technique of 
processing raw data in a structured form. 

Text mining is the part of data mining 

which involves processing of text from 
documents. 

2. 
Pre-existing databases and spreadsheets 
are used to gather information. 

The text is used to gather high quality 
information. 

3. Processing of data is done directly. Processing of data is done linguistically. 

4. 

Statical techniques are used to evaluate 

data. 

Computational linguistic principles are 

used to evaluate text. 

5. 

In data mining data is stored in structured 

format. 

In text mining data is stored in 

unstructured format. 

6. 

Data is homogeneous and is easy to 

retrieve. 

Data is heterogeneous and is not so easy to 

retrieve. 

7. It supports mining of mixed data. 

In text mining, mining of text is only 

done. 

8. 

It combines artificial intelligence, 

machine learning and statistics and 

applies it on data. 

It applies pattern recognizing and natural 

language processing to unstructured data. 

9. 

It is used in fields like marketing, 

medicine, healthcare. 

It is used in fields like bioscience and 

customer profile analysis. 

 

5 
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6 (a)  What is social network analysis (SNA)? How is it different from other data [4M] CO5  L2 



 

 

 

 

 

 

 

mining techniques? 

Social network analysis (SNA) is the process of investigating social structures using 

networks and graph theory. It characterizes networked structures in terms of nodes 

(individual actors, people, or things within the network) and the ties, edges, or links 
(relationships or interactions) that connect them. Examples of social structures commonly 

visualized through social network analysis include social media networks, information 

circulation, friendship and acquaintance networks, business networks, social networks, 
collaboration graphs. These networks are often visualized through sociograms in which 

nodes are represented as points and ties are represented as lines. These visualizations 

provide a means of qualitatively assessing networks by varying the visual representation of 

their nodes and edges to reflect attributes of interest. 

   (b) Discuss the applications and practical consideration of Social Network 

Analysis. 

Accelerate diffusion by identifying opinion leaders 

 Reveal how infections spread among patients and staff in a hospital 

 Map executive's personal network based on email flows 

 Map interactions amongst blogs on various topics 

 Map communities of expertise in various fields 

 Discover emergent communities of interest amongst faculty at various  

universities 

 Discover useful patterns in click streams on the WWW 

 Viral spread: disease, fads and fashions, ideas, YouTube videos 

 To Find Subject Matter Experts in Particular Area 
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