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1 (a) Mention the topologies of iSCSI connectivity. Briefly explain them with diagrams.? 

 

Answer: 

Two topologies of iSCSI implementations are native and bridged. 

1. Native topology does not have FC components. The initiators may be either 

directly attached to targets or connected through the IP network.  

2.  Bridged topology enables the coexistence of FC with IP by providing 

iSCSI-to-FC bridging functionality. For example, the initiators can exist in 

an IP environment while the storage remains in an FC environment. 
 

Native iSCSI Connectivity 
 
FC components are not required for iSCSI connectivity if an iSCSI-enabled 

array is deployed. In Figure 6-2 (a), the array has one or more iSCSI ports 

configured with an IP address and is connected to a standard Ethernet switch. 

After an initiator is logged on to the network, it can access the available 

LUNs on the storage array. A single array port can service multiple hosts or 

initiators as long as the array port can handle the amount of storage traffic 

that the hosts generate. 
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(b) Explain  iSCSI protocol stack with diagram . 

Answer: 

               iSCSI Protocol Stack 
 
Figure 6-3 displays a model of the iSCSI protocol layers and depicts the 

encapsulation order of the SCSI commands for their delivery through a physical 

carrier. 

 

 
 

SCSI is the command protocol that works at the application layer of 

the Open System Interconnection (OSI) model. The initiators and targets 

use SCSI commands and responses to talk to each other. The SCSI 

command descriptor blocks, data, and status messages are encapsulated 

into TCP/IP and transmitted across the network between the initiators and 

targets. iSCSI is the session-layer protocol that initiates a reliable session between 

devices that recognize SCSI commands and TCP/IP. The iSCSI session-layer 

interface is responsible for handling login, authentication, target discovery, and 

session management. TCP is used with iSCSI at the transport layer to provide 

reliable transmission. 

 

TCP controls message flow, windowing, error recovery, and retransmission. 

It relies upon the network layer of the OSI model to provide global addressing 

and connectivity. The Layer 2 protocols at the data link layer of this model 

enable node-to-node communication through a physical network.  
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2 (a) Summarize the components of NAS with a diagram. 

 

Answer: 

A NAS device has two key components: NAS head and storage (see Figure 7-3). 

In some NAS implementations, the storage could be external to the NAS device 

and shared with other hosts. The NAS head includes the following components: 

CPU and memory 

 

• One or more network interface cards (NICs), which provide connectivity 

to the client network. Examples of network protocols supported by NIC 

include Gigabit Ethernet, Fast Ethernet, ATM, and Fiber Distributed Data 

Interface (FDDI). 

 

• An optimized operating system for managing the NAS functionality. 

It translates fi le-level requests into block-storage requests and further 

converts the data supplied at the block level to fi le data. 

 

• NFS, CIFS, and other protocols for file sharing 

 

• Industry-standard storage protocols and ports to connect and manage 

physical disk resources 

 

The NAS environment includes clients accessing a NAS device over an IP 

network using file-sharing protocols. 
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(b) Explain NAS file sharing protocols and NAS I/O operation. 

 

Answer: 

• Most NAS devices support multiple file-service protocols to handle file I/O 

requests to a remote file system. As discussed earlier, NFS and CIFS are the 

common protocols for file sharing. NAS devices enable users to share file 

data across different operating environments and provide a means for 

users to migrate transparently from one operating system to another. 

 

• NFS is a client-server protocol for file sharing that is commonly used on 

UNIX systems. NFS was originally based on the connectionless User 

Datagram Protocol (UDP). It uses a machine-independent model to 

represent user data. It also uses Remote Procedure Call (RPC) as a method 

of inter-process communication between two computers. The NFS 

protocol provides a set of RPCs to access a remote file system for the 

following operations: 

• Searching files and directories 

• Opening, reading, writing to, and closing a file 

• Changing file attribute 

• Modifying file links and directories 

• NFS creates a connection between the client and the remote system to 

transfer data. NFS (NFSv3 and earlier) is a stateless protocol, which means 

that it does not maintain any kind of table to store information about open 

files and associated pointers. Therefore, each call provides a full set of 

arguments to access files on the server. These arguments include a fi le 

handle reference to the file, a particular position to read or write, and the 

versions of NFS. Currently, three versions of NFS are in use: 

 

• NFS version 2 (NFSv2): Uses UDP to provide a stateless network 

connection between a client and a server. Features, such as locking, are 

handled outside the protocol. 

• NFS version 3 (NFSv3): The most commonly used version, which uses 

UDP or TCP, and is based on the stateless protocol design. It includes 

some new features, such as a 64-bit fi le size, asynchronous writes, and 

additional  f le attributes to reduce refetching. 

• NFS version 4 (NFSv4): Uses TCP and is based on a stateful protocol design. 

It offers enhanced security. The latest NFS version 4.1 is the enhancement 

of NFSv4 and includes some new features, such as session model, parallel 

NFS (pNFS), and data retention.  

 

• CIFS 

 

• CIFS is a client-server application protocol that enables client programs to 

make requests for fi les and services on remote computers over TCP/IP. It 

is a public, or open, variation of Server Message Block (SMB) protocol. 
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• The CIFS protocol enables remote clients to gain access to fi les on a 

server. CIFS enables file sharing with other clients by using special locks. 

Filenames in CIFS are encoded using unicode characters. CIFS provides the 

following features to ensure data integrity: 

 

• It uses file and record locking to prevent users from overwriting the work 

of another user on a file or a record. 

• It supports fault tolerance and can automatically restore connections and 

reopen files that were open prior to an interruption. The fault tolerance 

features of CIFS depend on whether an application is written to take 

advantage of these features. Moreover, CIFS is a stateful protocol because 

the CIFS server maintains connection information regarding every 

connected client. If a network failure or CIFS server failure occurs, the 

client receives a disconnection notification. User disruption is minimized if 

the application has the embedded intelligence to restore the connection. 

However, if the embedded intelligence is missing, the user must take steps 

to reestablish the CIFS connection. 

3  Describe Components of Object Based Storage Devices (OSD) with diagram and list the 

benefits of OSD. 

Answer: 

Components of OSD 

 

The OSD system is typically composed of three key components: nodes, private 

network, and storage. Figure 8-4 illustrates the components of OSD. 

 

 
 

The OSD system is composed of one or more nodes. A node is a server 

that runs the OSD operating environment and provides services to store, 

retrieve, and manage data in the system. The OSD node has two key services: 

metadata service and storage service.  

 

The metadata service is responsible for generating the object ID from the contents (and 

can also include other attributes of data) of a file. It also maintains the mapping of the 

object IDs and the fi le system namespace.  

 
The storage service manages a set of disks on which the user data is stored. The OSD 

nodes connect to the storage via an internal network. The internal network provides node-

to-node connectivity and node-to-storage connectivity. The application server accesses 

the node to store and retrieve data over an external network. In some implementations, 

such as CAS, the metadata service might reside on the application server or on a separate 

server. OSD typically uses low-cost and high-density disk drives to store the objects. As 

more capacity is required, more disk drives can be added to the system. 

 

The key benefits of object-based storage are as follows: 

 

• Security and reliability: Data integrity and content authenticity are the key 

features of object-based storage devices. OSD uses specialized algorithms 

request authentication is performed at the storage device rather than with an 

external authentication mechanism. 
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• Platform independence: Objects are abstract containers of data, 

includinmetadata and attributes. This feature allows objects to be shared across 

heterogeneous platforms locally or remotely. This platform-independence 

capability makes object-based storage the best candidate for cloud computing 

environments. 

• Scalability: Due to the use of fl at address space, object-based storage can handle 

large amounts of data without impacting performance. Both storage and OSD 

nodes can be scaled independently in terms of performance and capacity. 

• Manageability: Object-based storage has an inherent intelligence to manage and 

protect objects. It uses self-healing capability to protect and replicate objects. 

Policy-based management capability helps OSD to handle routine jobs 

automatically. 
 

 

 

 

 

 

 

 

 

 

 



3b  Explain Object Storage and Retrieval in OSD 

 

Object Storage and Retrieval in OSD 
The process of storing objects in OSD is illustrated in Figure 8-5. The data storage 

process in an OSD system is as follows: 

1. The application server presents the fi le to be stored to the OSD node. 

2. The OSD node divides the fi le into two parts: user data and metadata. 

3. The OSD node generates the object ID using a specialized algorithm. 

The algorithm is executed against the contents of the user data to derive 

an ID unique to this data. 

4. For future access, the OSD node stores the metadata and object ID using 

the metadata service. 

5. The OSD node stores the user data (objects) in the storage device using 

the storage service. 

6. An acknowledgment 

 
the data stored on OSD by the same filename. The application server retrieves the 

stored content using the object ID. This process is transparent to the user. 

 

The process of retrieving objects in OSD is illustrated in Figures 8-6. The 

process of data retrieval from OSD is as follows: 

 

1. The application server sends a read request to the OSD system. 

2. The metadata service retrieves the object ID for the requested file. 

3. The metadata service sends the object ID to the application server. 

4. The application server sends the object ID to the OSD storage service for 

object retrieval. 

5. The OSD storage service retrieves the object from the storage device. 

6. The OSD storage service sends the file to the application server. 
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4 a  With a neat diagram, explain the components of Intelligent Storage System (ISS). 

 

Answer: 

CAS is an object-based storage device designed for secure online storage and 

retrieval of fi xed content. CAS stores user data and its attributes as an object. 

The stored object is assigned a globally unique address, known as a content 

address (CA).  

 

This address is derived from the object’s binary representation. CAS 

provides an optimized and centrally managed storage solution. Data access in 

CAS differs from other OSD devices. In CAS, the application server access the 

CAS device only via the CAS API running on the application server. However, 

the way CAS stores data is similar to the other OSD systems. 

 

CAS provides all the features required for storing fi xed content. The key 

features of CAS are as follows: 

 

• Content authenticity: It assures the genuineness of stored content. This 

is achieved by generating a unique content address for each object and 

validating the content address for stored objects at regular intervals. 

Content authenticity is assured because the address assigned to each 
object is as unique as a fingerprint. Every time an object is read, CAS 

uses a hashing algorithm to recalculate the object’s content address as a 

validation step and compares the result to its original content address. 

If the object fails validation, CAS rebuilds the object using a mirror or 

parity protection scheme. 

• Content integrity: It provides assurance that the stored content has not 

been altered. CAS uses a hashing algorithm for content authenticity and 

integrity. If the fi xed content is altered, CAS generates a new address for 

he altered content, rather than overwrite the original fi xed content. 

• Location independence: CAS uses a unique content address, rather 

than directory path names or URLs, to retrieve data. This makes the 

physical location of the stored data irrelevant to the application that 

requests the data. 

•  Single-instance storage (SIS): CAS uses a unique content address to guarantee 

the storage of only a single instance of an object. When a new object 

is written, the CAS system is polled to see whether an object is already 

available with the same content address. If the object is available in the 

system, it is not stored; instead, only a pointer to that object is created. 

•  Retention enforcement: Protecting and retaining objects is a core requirement 

of an archive storage system. After an object is stored in the CAS 

system and the retention policy is defined, CAS does not make the object 

available for deletion until the policy expires. 

• Data protection: CAS ensures that the content stored on the CAS system is 

available even if a disk or a node fails. CAS provides both local and remote 

protection to the data objects stored on it. In the local protection option, 

data objects are either mirrored or parity protected. In mirror protection, 

two copies of the data object are stored on two different nodes in the same 

cluster. This decreases the total available capacity by 50 percent. In parity 

protection, the data object is split in multiple parts and parity is generated 

from them. Each part of the data and its parity are stored on a different 

node. This method consumes less capacity to protect the stored data, but 

takes slightly longer to regenerate the data if corruption of data occurs. 

 

•  Fast record retrieval: CAS stores all objects on disks, which provides faster 

access to the objects compared to tapes and optical discs. 

• Load balancing: CAS distributes objects across multiple nodes to provide 

maximum throughput and availability. 

• Scalability: CAS allows the addition of more nodes to the cluster without 

any interruption to data access and with minimum administrative overhead. 

•  Event notifi cation: CAS continuously monitors the state of the system 

and raises an alert for any event that requires the administrator’s attention. 
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• Self diagnosis and repair: CAS automatically detects and repairs corrupted 

objects and alerts the administrator about the potential problem. 

CAS systems can be configured to alert remote support teams who can 

diagnose and repair the system remotely. 

• Audit trails: CAS keeps track of management activities and any access or 

disposition of data. Audit trails are mandated by compliance requirements. 

 

4b Explain with neat diagram components of Unified Storage     

A unifi ed storage system consists of the following key components: storage 

controller, NAS head, OSD node, and storage. Figure 8-9 illustrates the block 

diagram of a unifi ed storage platform. 

 

 
 

The storage controller provides block-level access to application servers through 

iSCSI, FC, or FCoE protocols. It contains iSCSI, FC, and FCoE front-end ports 

fordirect block access. The storage controller is also responsible for managing the 

back-end storage pool in the storage system. The controller confi gures LUNs 

and presents them to application servers, NAS heads, and OSD nodes. The 

LUNs presented to the application server appear as local physical disks. A fi le 

system is confi gured on these LUNs and is made available to applications for 

storing data. 

 

A NAS head is a dedicated fi le server that provides fi le access to NAS clients. 

The NAS head is connected to the storage via the storage controller typically 

using a FC or FCoE connection. The system typically has two or more NAS 

heads for redundancy. The LUNs presented to the NAS head appear as physical 

disks. The NAS head confi gures the fi le systems on these disks, creates a NFS, 

CIFS, or mixed share, and exports the share to the NAS clients. 



5  What is Business Continuity? Explain BC Terminology in detail. 

Answer: 

 

Business continuity (BC) is an integrated and enterprise-wide process 

that includes all activities (internal and external to IT) that a business must 

perform to mitigate the impact of planned and unplanned downtime. BC 

entails preparing for, responding to, and recovering from a system outage 

that adversely affects business operations. It involves proactive measures, 

such as business impact analysis, risk assessments, BC technology solutions 

deployment (backup and replication), and reactive measures, such as disaster 

recovery and restart, to be invoked in the event of a failure. The goal of a BCsolution is to 

ensure the “information availability” required to conduct vital business operations. 

 

BC Terminology 

• Disaster recovery: This is the coordinated process of restoring systems, 

data, and the infrastructure required to support ongoing business operations 

after a disaster occurs. It is the process of restoring a previous copy 

of the data and applying logs or other necessary processes to that copy 

to bring it to a known point of consistency. After all recovery efforts are 

completed, the data is validated to ensure that it is correct. 

 

• Disaster restart: This is the process of restarting business operations with 

mirrored consistent copies of data and applications. 

• Recovery-Point Objective (RPO): This is the point in time to which systems 

and data must be recovered after an outage. It defines the amount 

of data loss that a business can endure. A large RPO signifies high tolerance to 

information loss in a business. Based on the RPO, organizations 

plan for the frequency with which a backup or replica must be made. 

For example, if the RPO is 6 hours, backups or replicas must be made at least once 

in 6 hours. Figure 9-3 (a) shows various RPOs and their corresponding ideal 
recovery strategies. An organization can plan for an appropriate BC technology 

solution on the basis of the RPO it sets. For   example: 

• RPO of 24 hours: Backups are created at an offsite tape library every 

midnight. The corresponding recovery strategy is to restore data from 

the set of last backup tapes. 

• RPO of 1 hour: Shipping database logs to the remote site every hour. 

The corresponding recovery strategy is to recover the database to the 

point of the last log shipment. 

• RPO in the order of minutes: Mirroring data asynchronously to a 

remote site 

• Near zero RPO: Mirroring data synchronously to a remote site 

 

 
 

• Recovery-Time Objective (RTO): The time within which systems and 

applications must be recovered after an outage. It defi nes the amount of 

downtime that a business can endure and survive. Businesses can optimize 

disaster recovery plans after defi ning the RTO for a given system. 

For example, if the RTO is 2 hours, it requires disk-based backup because 

it enables a faster restore than a tape backup. However, for an RTO of 

1 week, tape backup will likely meet the requirements. Some examples 

of RTOs and the recovery strategies to ensure data availability are listed 

here (refer to Figure 9-3 [b]): 

 

• RTO of 72 hours: Restore from tapes available at a cold site. 

• RTO of 12 hours: Restore from tapes available at a hot site. 

• RTO of few hours: Use of data vault at a hot site 
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• RTO of a few seconds: Cluster production servers with bidirectional 

mirroring, enabling the applications to run at both sites simultaneously. 

•  Data vault: A repository at a remote site where data can be periodically 

• or continuously copied (either to tape drives or disks) so that there is 

• always a copy at another site n Hot site: A site where an enterprise’s operations 

can be moved in the 

event of disaster. It is a site with the required hardware, operating system, 

application, and network support to perform business operations, where 

the equipment is available and running at all times. 

•  Cold site: A site where an enterprise’s operations can be moved in the 

event of disaster, with minimum IT infrastructure and environmental 

facilities in place, but not activated 

• Server Clustering: A group of servers and other necessary resources 

coupled to operate as a single system. Clusters can ensure high availability 

and load balancing. Typically, in failover clusters, one server runs an 

application and updates the data, and another server is kept as standby 

to take over completely, as required. In more sophisticated clusters, multiple 

servers may access data, and typically one server is kept as standby. 

Server clustering provides load balancing by distributing the application 

load evenly among multiple servers within the cluster. 

 

 



6 Explain with neat diagram BC Planning Life Cycle 

 

Answer: 

 

 
• BC planning must follow a disciplined approach like any other planning process. 

Organizations today dedicate specialized resources to develop and maintain 

BC plans. From the conceptualization to the realization of the BC plan, a life 

cycle of activities can be defi ned for the BC process. The BC planning life cycle 

includes fi ve stages (see Figure 9-4): 

1. Establishing objectives 

2. Analyzing 

3. Designing and developing 

4. Implementing 

5. Training, testing, assessing, and maintaining 

 

• Including the following key activities: 

• 1. Establish objectives: 

Determine BC requirements. 

• Estimate the scope and budget to achieve requirements. 

•  Select a BC team that includes subject matter experts from all areas of 

the business, whether internal or external. 

• Create BC policies. 

 

• 2. Analysis: 

• Collect information on data profi les, business processes, infrastructure 

support, dependencies, and frequency of using business infrastructure. 

• Conduct a Business Impact Analysis (BIA). 

• Identify critical business processes and assign recovery priorities. 

• Perform risk analysis for critical functions and create mitigation strategies. 

• Perform cost benefit analysis for available solutions based on the mitigation 

strategy. 

•  Evaluate options. 

 

• 3. Design and develop: 

• Define the team structure and assign individual roles and responsibilities. 

For example, different teams are formed for activities, such 

as emergency response, damage assessment, and infrastructure and 

application recovery. 

• Design data protection strategies and develop infrastructure. 

• Develop contingency solutions. 

• Develop emergency response procedures. 

• Detail recovery and restart procedures. 

 

• 4. Implement: 

• In Implement risk management and mitigation procedures that include 

backup, replication, and management of resources. 

• Prepare the disaster recovery sites that can be utilized if a disaster 

affects the primary data center. 
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• Implement redundancy for every resource in a data center to avoid 

• single points of failure. 

 

• 5. Train, test, assess, and maintain: 

• Train the employees who are responsible for backup and replication of 

Business-critical data on a regular basis or whenever there is a modification in the 

BC plan. In Train employees on emergency response procedures when disasters 

are declared. 

• Train the recovery team on recovery procedures based on contingency 

Scenarios. 

• Perform damage-assessment processes and review recovery plans. 

• Test the BC plan regularly to evaluate its performance and identify 

Its limitations. 

• Assess the performance reports and identify limitations. 

• Update the BC plans and recovery/restart procedures to reflect regular 

Changes within the data center. 

 

7 a Describe Failure Analysis in BC.  
 

Answer: 

 

 

9.4.1 Single Point of Failure 
• A single point of failure refers to the failure of a component that can terminate 

The  availability of the entire system or IT service. Figure 9-5 depicts a system 

setup in which an application, running on a VM, provides an interface to the 

client and performs I/O operations. The client is connected to the server through 

an IP network, and the server is connected to the storage array through an FC 

connection.  

 

 
 

In a setup in which each component must function as required to ensure 

data availability, the failure of a single physical or virtual component causes the 

unavailability of an application. This failure results in disruption of business 

operations. 

 

 For example, failure of a hypervisor can affect all the running VMs 

and the virtual network, which are hosted on it. In the setup shown in Figure 

9-5, several single points of failure can be identified. A VM, a hypervisor, an 

HBA/NIC on the server, the physical server, the IP network, the FC switch, the 

storage array ports, or even the storage array could be a potential single point 

of failure. 
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7 b Briefly explain BC terminology solutions. 
 

Answer: 

After analyzing the business impact of an outage, designing the appropriate 

solutions to recover from a failure is the next important activity. One or more 

copies of the data are maintained using any of the following strategies so thatdata 
can be recovered or business operations can be restarted using an alternative 

copy: 

 

• Backup: Data backup is a predominant method of ensuring data 
availability. The frequency of backup is determined based on RPO, RTO, 

and the frequency of data changes. 
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• Local replication: Data can be replicated to a separate location within the 

same storage array. The replica is used independently for other business   
operations. Replicas can also be used for restoring operations if data 

corruption occurs. 

• Remote replication: Data in a storage array can be replicated to another 

storage array located at a remote site. If the storage array is lost due to a 

disaster, business operations can be started from the remote storage array. 

 

8 a What is FCoE? List the FCoE enabling technologies 

Answer: 

Conventional Ethernet is lossy in nature, which means that frames might be 

dropped or lost during transmission. Converged Enhanced Ethernet (CEE), or 

lossless Ethernet, provides a new specification to the existing Ethernet standard 

that eliminates the lossy  nature of Ethernet. This makes 10 Gb Ethernet a viable 

storage networking option, similar to FC. Lossless Ethernet requires certain 

functionalities. These functionalities are defined and maintained by the data 

center bridging (DCB) task group, which is a part of the IEEE 802.1 working 

group, and they are: 

• Priority-based flow control 

• Enhanced transmission selection 

• Congestion Notification 

• Data center bridging exchange protocol 
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8 b Explain the components of FCoE with neat diagram.  

Converged Network Adapter 
A CNA provides the functionality of both a standard NIC and an FC HBA in a 

single adapter and consolidates both types of traffi c. CNA eliminates the need 

to deploy separate adapters and cables for FC and Ethernet communications, 

thereby reducing the required number of server slots and switch ports. CNA 

offl oads the FCoE protocol processing task from the server, thereby freeing the 

server CPU resources for application processing. As shown in Figure 6-14, a CAN 

contains separate modules for 10 Gigabit Ethernet, Fibre Channel, and FCoE 

 
 

Application  Specifi c Integrated Circuits (ASICs). The FCoE ASIC encapsulates 

FC frames into Ethernet frames. One end of this ASIC is connected to 10GbE 

and FC ASICs for server connectivity, while the other end provides a 10GbE 

interface to connect to an FCoE switch. 
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Currently two options are available for FCoE cabling: Copper based Twinax and 

standard fi ber optical cables. A Twinax cable is composed of two pairs of copper 

cables covered with a shielded casing. The Twinax cable can transmit data at the 
speed of 10 Gbps over shorter distances up to 10 meters. Twinax cables require 

less power and are less expensive than fi ber optic cables. The Small Form Factor 
Pluggable Plus (SFP+) connector is the primary connector used for FCoE links 

and can be used with both optical and copper cables. 

 

 

 

 


