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1  Explain the backup topologies with neat diagrams. 
Answer: 
Three basic topologies are used in a backup environment: direct-attached backup, 
LAN-based backup, and SAN-based backup. A mixed topology is also used by 
combining LAN-based and SAN-based topologies. 
In a direct-attached backup, the storage node is confi gured on a backup client, 
and the backup device is attached directly to the client. Only the metadata 
is sent to the backup server through the LAN. This confi guration frees the 
LAN from backup traffi c. The example in Figure 10-7 shows that the backup 
device is directly attached and dedicated to the backup client. As the environ- 
ment grows, there will be a need for centralized management and sharing 
of backup devices to optimize costs. An appropriate solution is required to 
share the backup devices among multiple servers. Network-based topologies 
(LAN-based and SAN-based) provide the solution to optimize the utilization 
of backup devices. 
 
 
 
 
 
 
 
 
 
 
 
 

In a LAN-based backup, the clients, backup server, storage node, and backup 
device are connected to the LAN. (see Figure 10-8). The data to be backed up is 
transferred from the backup client (source) to the backup device (destination) 
over the LAN, which might affect network performance. 
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This impact can be minimized by adopting a number of measures, such as 
confi guring separate networks for backup and installing dedicated storage 
nodes for some application servers. 
A SAN-based backup is also known as a LAN-free backup. The SAN-based backup 
topology is the most appropriate solution when a backup device needs to be 
shared among clients. In this case, the backup device and clients are attached 
to the SAN. Figure 10-9 illustrates a SAN-based backup. 
In this example, a client sends the data to be backed up to the backup device 
over the SAN. Therefore, the backup data traffi c is restricted to the SAN, and 
only the backup metadata is transported over the LAN. The volume of metadata 
is insignifi cant when compared to the production data; the LAN performance 
is not degraded in this confi guration. 
The emergence of low-cost disks as a backup medium has enabled disk arrays 
to be attached to the SAN and used as backup devices. A tape backup of these 
data backups on the disks can be created and shipped offsite for disaster recovery 
and long-term retention. 
 
 
 
 

 

 

 

 

 

The mixed topology uses both the LAN-based and SAN-based topologies, as 
shown in Figure 10-10. This topology might be implemented for several rea- 
sons, including cost, server location, reduction in administrative overhead, and 
performance considerations. 
 

 

 

 

 

 

 

 

 



 

 

 
 

2  Explain the local replication technologies with diagrams. 
 

Answer: 
Host-Based Local Replication: 
LVM-based replication and file system (FS) snapshot are two common methods 
of host-based local replication. 
LVM-Based Replication 
In LVM-based replication, the logical volume manager is responsible for creating 
and controlling the host-level logical volumes. An LVM has three components: 
physical volumes (physical disk), volume groups, and logical volumes. A volume 
group is created by grouping one or more physical volumes. Logical volumes 
are created within a given volume group. A volume group can have multiple 
logical volumes. 
In LVM-based replication, each logical block in a logical volume is mapped 
to two physical blocks on two different physical volumes, as shown in 
Figure 11-5. An application write to a logical volume is written to the two 
physical volumes by the LVM device driver. This is also known as LVM 
mirroring. Mirrors can be split, and the data contained therein can be independently 
accessed. 
Advantages of LVM-Based Replication 
The LVM-based replication technology is not dependent on a vendor-specifi c 
storage system. Typically, LVM is part of the operating system, and no additional 
license is required to deploy LVM mirroring. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Limitations of LVM-Based Replication 
Every write generated by an application translates into two writes on the disk, 
and thus, an additional burden is placed on the host CPU. This can degrade 
application performance. Presenting an LVM-based local replica to another host 
is usually not possible because the replica will still be part of the volume group, 
which is usually accessed by one host at any given time. 
Tracking changes to the mirrors and performing incremental resynchroniza- 
tion operations is also a challenge because all LVMs do not support incremental 
resynchronization. If the devices are already protected by some level of RAID on 
the array, then the additional protection that the LVM mirroring provides is 
unnecessary. This solution does not scale to provide replicas of federated data- 
bases and applications. Both the replica and source are stored within the same 
volume group. Therefore, the replica might become unavailable if there is an 
error in the volume group. If the server fails, both the source and replica are 
unavailable until the server is brought back online. 
 
File System Snapshot 
A fi le system (FS) snapshot is a pointer-based replica that requires a fraction 
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of the space used by the production FS. This snapshot can be implemented by 
either FS or by LVM. It uses the Copy on First Write (CoFW) principle to create 
snapshots. 
When a snapshot is created, a bitmap and blockmap are created in the 
metadata of the Snap FS. The bitmap is used to keep track of blocks that 
are changed on the production FS after the snap creation. The blockmap is 
used to indicate the exact address from which the data is to be read when 
the data is accessed from the Snap FS. Immediately after the creation of the 
FS snapshot, all reads from the snapshot are actually served by reading the 
production FS. In a CoFW mechanism, if a write I/O is issued to the produc- 
tion FS for the fi rst time after the creation of a snapshot, the I/O is held and 
the original data of production FS corresponding to that location is moved to 
the Snap FS. Then, the write is allowed to the production FS. The bitmap and 
blockmap are updated accordingly. Subsequent writes to the same location 
do not initiate the CoFW activity. To read from the Snap FS, the bitmap is 
consulted. If the bit is 0, then the read is directed to the production FS. If the 
bit is 1, then the block address is obtained from the blockmap, and the data 
is read from that address on the Snap FS. Read requests from the production 
FS work as normal. 
Figure 11-6 illustrates the write operations to the production fi le system. 
For example, a write data “C” occurs on block 3 at the production FS, which 
currently holds data “c”’ The snapshot application holds the I/O to the pro- 
duction FS and fi rst copies the old data “c” to an available data block on 
the Snap FS. The bitmap and blockmap values for block 3 in the production 
FS are changed in the snap metadata. The bitmap of block 3 is changed to 
1, indicating that this block has changed on the production FS. The block 
map of block 3 is changed and indicates the block number where the data 
is written in Snap FS, (in this case block 2). After this is done, the I/Os to 
the production FS are allowed to complete. Any subsequent writes to block 
3 on the production FS occur as normal, and it does not initiate the CoFW 
operation. Similarly, if an I/O is issued to block 4 on the production FS to change the 
value of data “d” to “D,” the snapshot application holds the I/O 
to the production FS and copies the old data to an available data block on the 
Snap FS. Then it changes the bitmap of block 4 to 1, indicating that the data 
block has changed on the production FS. The blockmap for block 4 indicates 
the block number where the data can be found on the Snap FS, in this case, 
data block 1 of the Snap FS. After this is done, the I/O to the production FS 
is allowed to complete. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Storage Array-Based Local Replication 
In storage array-based local replication, the array-operating environment performs 
the local replication process. The host resources, such as the CPU and memory, 
are not used in the replication process. Consequently, the host is not burdened 
by the replication operations. The replica can be accessed by an alternative host 
for other business operations. 
In this replication, the required number of replica devices should be selected on 
the same array and then data should be replicated between the source-replica pairs. 
Figure 11-7 shows a storage array-based local replication, where the source and 
target are in the same array and accessed by different hosts. 
 
 
 
 
 

 
 
 
 
 
 
Storage array-based local replication is commonly implemented in three ways: 
full-volume mirroring, pointer-based full-volume replication, and pointer-based 
virtual replication. Replica devices are also referred as target devices, accessible 
by other hosts. 
Full-Volume Mirroring 
In full-volume mirroring, the target is attached to the source and established 
as a mirror of the source (Figure 11-8 [a]). The data on the source is copied to 
the target. New updates to the source are also updated on the target. After all 
the data is copied and both the source and the target contain identical data, the 
target can be considered as a mirror of the source. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
While the target is attached to the source it remains unavailable to any other 
host. However, the production host continues to access the source. 
After the synchronization is complete, the target can be detached from the 
source and made available for other business operations. Figure 11-8 (b) shows 
full-volume mirroring when the target is detached from the source. Both the 
source and the target can be accessed for read and write operations by the pro- 
duction and business continuity hosts respectively. 
After detaching from the source, the target becomes a point-in-time (PIT) copy 
of the source. The PIT of a replica is determined by the time when the target is 
detached from the source. For example, if the time of detachment is 4:00 p.m., 
the PIT for the target is 4:00 p.m. 
After detachment, changes made to both the source and replica can be tracked 
at some predefined granularity. This enables incremental resynchronization 
(source to target) or incremental restore (target to source). The granularity of the 
data change can range from 512 byte blocks to 64 KB blocks or higher. 
Pointer-Based, Full-Volume Replication 
Another method of array-based local replication is pointer-based full-volume 
replication. Similar to full-volume mirroring, this technology can provide full 
copies of the source data on the targets. Unlike full-volume mirroring, the 
target is immediately accessible by the BC host after the replication session is 
activated. Therefore, data synchronization and detachment of the target is not 
required to access it. Here, the time of replication session activation defi nes the 
PIT copy of the source. 
Pointer-based, full-volume replication can be activated in either Copy on First 
Access (CoFA) mode or Full Copy mode. In either case, at the time of activation, 
a protection bitmap is created for all data on the source devices. The protection 
bitmap keeps track of the changes at the source device. The pointers on the 
target are initialized to map the corresponding data blocks on the source. The 
data is then copied from the source to the target based on the mode of activation. 
In CoFA, after the replication session is initiated, the data is copied from the 
source to the target only when the following condition occurs: 
A write I/O is issued to a specifi c address on the source for the first time. 
n A read or write I/O is issued to a specifi c address on the target for the 
first time. 
When a write is issued to the source for the fi rst time after replication session 
activation, the original data at that address is copied to the target. After this 
operation, the new data is updated on the source. This ensures that the original 
data at the point-in-time of activation is preserved on the target (see Figure 11-9). 
When a read is issued to the target for the fi rst time after replication session 
activation, the original data is copied from the source to the target and is made 
available to the BC host 
Network-Based Local Replication 
In network-based replication, the replication occurs at the network layer between 
the hosts and storage arrays. Network-based replication combines the benefi ts 
of array-based and host-based replications. By offl oading replication from 
servers and arrays, network-based replication can work across a large number 
of server platforms and storage arrays, making it ideal for highly heteroge- 
neous environments. Continuous data protection (CDP) is a technology used for 



network-based local and remote replications. 
CDP Local Replication Operation 
Figure 11-14 describes CDP local replication. In this method, before the start of 
replication, the replica is synchronized with the source and then the replication 
process starts. After the replication starts, all the writes to the source are split 
into two copies. One of the copies is sent to the CDP appliance and the other to 
the production volume. When the CDP appliance receives a copy of a write, it 
is written to the journal volume along with its time stamp. As a next step, data 
from the journal volume is sent to the replica at predefined intervals. 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

3   
 Explain the different ways of implementing three site remote replication.  
 

Answer: 
Three-Site Replication 
In synchronous replication, the source and target sites are usually within a 
short distance. Therefore, if a regional disaster occurs, both the source and the 
target sites might become unavailable. This can lead to extended RPO and RTO 
because the last known good copy of data would need to come from another 
source, such as an offsite tape library. 
A regional disaster will not affect the target site in asynchronous replication 
because the sites are typically several hundred or several thousand kilometers 
apart. If the source site fails, production can be shifted to the target site, but 
there is no further remote protection of data until the failure is resolved. 
Three-site replication mitigates the risks identified in two-site replication. In 
a three-site replication, data from the source site is replicated to two remote 
sites. Replication can be synchronous to one of the two sites, providing a 
near zero-RPO solution, and it can be asynchronous or disk buffered to the 
other remote site, providing a fi nite RPO. Three-site remote replication can 
be implemented as a cascade/multihop or a triangle/multitarget solution. 
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Three-Site Replication — Cascade/Multihop 
In the cascade/multihop three-site replication, data flows from the source to the 
intermediate storage array, known as a bunker, in the first hop, and then from a 
bunker to a storage array at a remote site in the second hop. Replication between 
the source and the remote sites can be performed in two ways: synchronous + 
asynchronous or synchronous + disk buffered. Replication between the source 
and bunker occurs synchronously, but replication between the bunker and the 
remote site can be achieved either as disk-buffered mode or asynchronous mode. 
Synchronous + Asynchronous 
This method employs a combination of synchronous and asynchronous remote 
replication technologies. Synchronous replication occurs between the source 
and the bunker. Asynchronous replication occurs between the bunker and the 
remote site. The remote replica in the bunker acts as the source for asynchronous 
replication to create a remote replica at the remote site. Figure 12-11 (a) illustrates 
the synchronous + asynchronous method. 
RPO at the remote site is usually in the order of minutes for this implementa- 
tion. In this method, a minimum of three storage devices are required (including 
the source). The devices containing a synchronous replica at the bunker and the 
asynchronous replica at the remote are the other two devices. 
If a disaster occurs at the source, production operations are failed over to the 
bunker site with zero or near-zero data loss. But unlike the synchronous two-site 
situation, there is still remote protection at the third site. The RPO between 
the bunker and third site could be in the order of minutes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
If there is a disaster at the bunker site or if there is a network link failure 
between the source and bunker sites, the source site continues to operate as 
normal but without any remote replication. This situation is similar to remote 
site failure in a two-site replication solution. The updates to the remote site can- 
not occur due to the failure in the bunker site. Therefore, the data at the remote 
site keeps falling behind, but the advantage here is that if the source fails dur- 



ing this time, operations can be resumed at the remote site. RPO at the remote 
site depends on the time difference between the bunker site failure and source 
site failure. 
A regional disaster in three-site cascade/multihop replication is similar to a 
source site failure in two-site asynchronous replication. Operations are failover 
to the remote site with an RPO in the order of minutes. There is no remote 
protection until the regional disaster is resolved. Local replication technologies 
could be used at the remote site during this time. 
If a disaster occurs at the remote site, or if the network links between the 
bunker and the remote site fail, the source site continues to work as normal 
with disaster recovery protection provided at the bunker site. 
 
Synchronous + Disk Buffered 
This method employs a combination of local and remote replication technolo- 
gies. Synchronous replication occurs between the source and the bunker: a 
consistent PIT local replica is created at the bunker. Data is transmitted from the 
local replica at the bunker to the remote replica at the remote site. Optionally, 
a local replica can be created at the remote site after data is received from the 
bunker. Figure 12-11 (b) illustrates the synchronous + disk buffered method. 
In this method, a minimum of four storage devices are required (including the source) to 
replicate one storage device. The other three devices are the 
synchronous remote replica at the bunker, a consistent PIT local replica at the 
bunker, and the replica at the remote site. RPO at the remote site is usually in 
the order of hours for this implementation. 
The process to create the consistent PIT copy at the bunker and incrementally 
updating the remote replica occurs continuously in a cycle. 
 
Three-Site Replication — Triangle/Multitarget 
In three-site triangle/multitarget replication, data at the source storage array is 
concurrently replicated to two different arrays at two different sites, as shown 
in Figure 12-12. The source-to-bunker site (target 1) replication is synchronous 
with a near-zero RPO. The source-to-remote site (target 2) replication is asyn- 
chronous with an RPO in the order of minutes. The distance between the source 
and the remote sites could be thousands of miles. This implementation does 
not depend on the bunker site for updating data on the remote site because 
data is asynchronously copied to the remote site directly from the source. The 
triangle/multitarget confi guration provides consistent RPO unlike cascade/ 
multihop solutions in which the failure of the bunker site results in the remote 
site falling behind and the RPO increasing. 
The key benefi t of three-site triangle/multitarget replication is the ability 
to failover to either of the two remote sites in the case of source-site failure, 
with disaster recovery (asynchronous) protection between the bunker and 
remote sites. Resynchronization between the two surviving target sites is 
incremental. Disaster recovery protection is always available if any one-site 
failure occurs. 
During normal operations, all three sites are available and the production 
workload is at the source site. At any given instant, the data at the bunker and 
the source is identical. The data at the remote site is behind the data at the source 
and the bunker. The replication network links between the bunker and remote 



sites will be in place but not in use. Thus, during normal operations, there is 
no data movement between the bunker and remote arrays. The difference in 
the data between the bunker and remote sites is tracked so that if a source site 
disaster occurs, operations can be resumed at the bunker or the remote sites 
with incremental resynchronization between these two sites. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A regional disaster in three-site triangle/multitarget replication is similar to a 
source site failure in two-site asynchronous replication. If failure occurs, opera- 
tions failover to the remote site with an RPO within minutes. There is no remote 
protection until the regional disaster is resolved. Local replication technologies 
could be used at the remote site during this time. 
A failure of the bunker or the remote site is not actually considered a disaster 
because the operation can continue uninterrupted at the source site while remote 
disaster recovery protection is still available. A network link failure to either 
the source-to-bunker or the source-to-remote site does not impact production at 
the source site while remote disaster recovery protection is still available with 
the site that can be reached. 
 

 
 



4  Discuss in detail the different cloud deployment models and service models 
 

Answer: 
Cloud Deployment Models 
According to NIST, cloud computing is classified into four deployment 
models — public, private, community, and hybrid — which provide the basis 
for how cloud infrastructures are constructed and consumed. 
Public Cloud 
In a public cloud model, the cloud infrastructure is provisioned for open use 
by the general public. It may be owned, managed, and operated by a business, 
academic, or government organization, or some combination of them. It exists 
on the premises of the cloud provider. 
Consumers use the cloud services offered by the providers via the Internet 
and pay metered usage charges or subscription fees. An advantage of the public 
cloud is its low capital cost with enormous scalability. However, for consum- 
ers, these benefi ts come with certain risks: no control over the resources in the 
cloud, the security of confi dential data, network performance, and interoper- 
ability issues. Popular public cloud service providers are Amazon, Google, and 
Salesforce.com. Figure 13-2 shows a public cloud that provides cloud services 
to organizations and individuals. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Private Cloud 
In a private cloud model, the cloud infrastructure is provisioned for exclusive 
use by a single organization comprising multiple consumers (for example, busi- 
ness units). It may be owned, managed, and operated by the organization, a 
third party, or some combination of them, and it may exist on or off premises. 
Following are two variations to the private cloud model: 
 
On-premise private cloud: The on-premise private cloud, also known as 
internal cloud, is hosted by an organization within its own data centers. This model 
enables organizations to standardize their cloud service management processes and 
security, although this model has 
limitations in terms of size and resource scalability. Organizations would 
also need to incur the capital and operational costs for the physical resources. 
This is best suited for organizations that require complete control over 
their applications, infrastructure configurations, and security mechanisms. 
 
 
 
 
 
 
 

[10] CO4   L1, 
L2 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Externally hosted private cloud: This type of private cloud is hosted 
external to an organization (see Figure 13-3 [b]) and is managed by a third- 
party organization. The third-party organization facilitates an exclusive 
cloud environment for a specific organization with full guarantee of 
privacy and confidentiality. 

  Community Cloud 
In a community cloud model, the cloud infrastructure is provisioned for exclusive 
use by a specific community of consumers from organizations that have shared concerns 
(for example, mission, security requirements, policy, and compliance 
considerations). It may be owned, managed, and operated by one or more of the 
organizations in the community, a third party, or some combination of them, 
and it may exist on or off premises. (See Figure 13-4). 
In a community cloud, the costs spread over to fewer consumers than a public 
cloud. Hence, this option is more expensive but might offer a higher level of pri- 
vacy, security, and compliance. The community cloud also offers organizations 
access to a vast pool of resources compared to the private cloud. An example in 
which a community cloud could be useful is government agencies. If various 
agencies within the government operate under similar guidelines, they could all 
share the same infrastructure and lower their individual agency’s investment 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
Hybrid Cloud 
In a hybrid cloud model, the cloud infrastructure is a composition of two or 
more distinct cloud infrastructures (private, community, or public) that remain 
unique entities, but are bound together by standardized or proprietary technology that 
enables data and application portability (for example, cloud bursting 
for load balancing between clouds). 
The hybrid model allows an organization to deploy less critical applications 
and data to the public cloud, leveraging the scalability and cost-effectiveness 
of the public cloud. The organization’s mission-critical applications and data 
remain on the private cloud that provides greater security.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Cloud Service Models 
According to NIST, cloud service offerings are classified primarily into three 
models: Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS), and 
Software-as-a-Service (SaaS). 
Infrastructure-as-a-Service 
The capability provided to the consumer is to provision processing, storage, 
networks, and other fundamental computing resources where the consumer is 
able to deploy and run arbitrary software, which can include operating systems 
and applications. The consumer does not manage or control the underlying 
cloud infrastructure but has control over operating systems and deployed 
applications; and possibly limited control of select networking components (for 
example, host firewalls). IaaS is the base layer of the cloud services stack. It serves as the 
foundation for both the SaaS and PaaS layers. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
Amazon Elastic Compute Cloud (Amazon EC2) is an example of IaaS that 
provides scalable compute capacity, on-demand, in the cloud. It enables consum- 
ers to leverage Amazon’s massive computing infrastructure with no up-front 
capital investment. 
Platform-as-a-Service 
The capability provided to the consumer is to deploy onto the cloud infrastructure 
consumer-created or acquired applications created using programming languages, 
libraries, services, and tools supported by the provider. The consumer does not manage or 
control the underlying cloud infrastructure including network, servers, operating systems, 
or storage, but has control over the deployed applications 
and possibly configuration settings for the application-hosting environment. 
(See Figure 13-1 [b]). 
PaaS is also used as an application development environment, offered as a 
service by the cloud service provider. The consumer may use these platforms 
to code their applications and then deploy the applications on the cloud. Because 
the workload to the deployed applications varies, the scalability of computing 
resources is usually guaranteed by the computing platform, transparently. Google 
App Engine and Microsoft Windows Azure Platform are examples of PaaS. 
13.4.3 Software-as-a-Service 
The capability provided to the consumer is to use the provider’s applications 
running on a cloud infrastructure. The applications are accessible from various 
client devices through either a thin client interface, such as a web browser (for 
example, web-based e-mail), or a program interface. The consumer does not 
manage or control the underlying cloud infrastructure including network, servers, 
operating systems, storage, or even individual application capabilities, with 
the possible exception of limited user-specific application configuration settings. 
 
In a SaaS model, applications, such as customer relationship management 
(CRM), e-mail, and instant messaging (IM), are offered as a service by the cloud 
service providers. The cloud service providers exclusively manage the required 
computing infrastructure and software to support these services. The consumers 
may be allowed to change a few application configuration settings to customize 
the applications.  
 
 
 

 



 

5  Explain in detail in-band and out-of-band virtualization with neat diagrams. 
 

Answer: 
 
In traditional shared storage access, the path between the server and the networked storage 
targets carries both the information about how data is stored (metadata) and the data itself, 
as shown in Figure 11-4. A file system, for example, may reside on a physical storage 
array, containing metadata such as file names, properties, and lists of block addresses 
where each file's data is stored. The rest of the array is composed of the data blocks to 
which the file system metadata points. The host system thus accesses metadata and the 
data itself in-band, through the transport path established by the SAN between server and 
target array. 
 
 
 
 

 
 

 
 
 
 
 
 
 
 
What happens, then, when a virtualization engine abstracts both the view of metadata and              
the physical location of data blocks? If the virtualization engine remains in the path              
between servers and storage, it preserves in-band access. Alternatively, the virtualization           
engine can split the access path to metadata from the access path to data, creating an                
out-of-band implementation. As shown in Figure, the server's view of metadata shifts            
from physical storage to the virtualization entity, which in turn controls how data blocks              
are physically distributed in the storage pool. In reality, the metadata always sits             
somewhere on physical disk media, whether in the storage pool or on dedicated disks              
within the virtualization product. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Vendors of each solution are quick to point out the superior benefits of in-band or               
out-of-band virtualization methods. The in-band architecture is the least intrusive from           
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the standpoint of the server. Instead of discovering and attaching to multiple storage             
targets across the SAN, the server now sees only a single large storage resource in its                
path, represented by the virtualization appliance. The in-band virtualization engine          
manages the disparate physical storage devices in the downstream SAN and presents a             
coherent image of metadata to the server. But because the virtualization engine in this              
case presumes to sit directly between servers and storage, it is a potential bottle neck as                
more servers and storage are added. Vendors must therefore demonstrate that their            
in-band solutions do not impede data throughput and can handle both virtualization            
processing and data transport at wire speed. Performance can be enhanced by            
incorporating the virtualization engine directly into the SAN interconnection, melding          
switching and virtualization functions into a single product. This both streamlines the            
virtualization solution and leverages the ability of a SAN to support heterogeneous            
storage devices. 

Whether appliance-based or switch-based, in-band virtualization may be vulnerable to 
disruption. Because the in-band appliance now becomes the sole gateway between servers 
and storage, failure of the appliance can result in loss of data access for the entire SAN. A 
distributed virtualization solution could resolve this problem by allowing multiple 
appliances to share metadata information and provide failover in the event of disruption. 

The out-of-band architecture avoids in-band issues by placing metadata control outside the 
data transport path. Individual servers, however, must have virtualization software agents 
installed so that I/O requests can be redirected to the out-of-band appliance. Separating data 
and control paths ensures that the virtualization appliance will not act as a bottleneck to data
transport, although, as with in-band methods, loss of the out-of-band appliance itself can 
still be disruptive. Redundant out-of-band appliances with synchronized I/O control could 
be configured to avoid outages and provide high availability. 

The debate between the in-band and out-of-band approaches is tied to another virtualization 
quandary: Where should the virtualization intelligence reside? The three commonly 
proposed sites are in the host, in the interconnection, and in the storage target. Each location
has its strengths and weaknesses, and some approaches attempt to distribute virtualization 
support across all three. 

 
 
 
 

 
6 What are the different threats in information security? Explain the FC SAN based 

security architecture with neat diagram. 
 

Answer: 
Threats are the potential attacks that can be carried out on an IT infrastructure. 
These attacks can be classifi ed as active or passive. Passive attacks are attempts to 
gain unauthorized access into the system. They pose threats to confi dentiality of 
information. Active attacks include data modifi cation, denial of service (DoS), and repu- 
diation attacks. They pose threats to data integrity, availability, and accountability. 
In a data modifi cation attack, the unauthorized user attempts to modify 
information for malicious purposes. A modifi cation attack can target the data 
at rest or the data in transit. These attacks pose a threat to data integrity. 
Denial of service (DoS) attacks prevent legitimate users from accessing resources 
and services. These attacks generally do not involve access to or modifi cation 
of information. Instead, they pose a threat to data availability. The intentional 
fl ooding of a network or website to prevent legitimate access to authorized users 
is one example of a DoS attack. 
Repudiation is an attack against the accountability of information. It attempts 
to provide false information by either impersonating someone or denying that 
an event or a transaction has taken place. For example, a repudiation attack may 
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involve performing an action and eliminating any evidence that could prove the 
identity of the user (attacker) who performed that action. Repudiation attacks 
include circumventing the logging of security events or tampering with the 
security log to conceal the identity of the attacker. 
 
Security Implementations in Storage Networking 
The following discussion details some of the basic security implementations in 
FC SAN, NAS, and IP-SAN environments. 
FC SAN 
Traditional FC SANs enjoy an inherent security advantage over IP-based net- 
works. An FC SAN is configured as an isolated private environment with fewer 
nodes than an IP network. Consequently, FC SANs impose fewer security 
 

  threats. However, this scenario has changed with converged networks and 
storage consolidation, driving rapid growth and necessitating designs for large, 
complex SANs that span multiple sites across the enterprise. Today, no single 
comprehensive security solution is available for FC SANs. Many FC SAN secu- 
rity mechanisms have evolved from their counterpart in IP networking, thereby 
bringing in matured security solutions. 
Fibre Channel Security Protocol (FC-SP) standards (T11 standards), published 
in 2006, align security mechanisms and algorithms between IP and FC inter- 
connects. These standards describe protocols to implement security measures 
in a FC fabric, among fabric elements and N_Ports within the fabric. They 
also include guidelines for authenticating FC entities, setting up session 
keys, negotiating the parameters required to ensure frame-by-frame integrity 
and confidentiality, and establishing and distributing policies across an FC fabric. 
FC SAN Security Architecture 
Storage networking environments are a potential target for unauthorized 
access, theft, and misuse because of the vastness and complexity of these 
environments. Therefore, security strategies are based on the defense in depth 
concept, which recommends multiple integrated layers of security. This ensures 
that the failure of one security control will not compromise the assets under 
protection. Figure 14-5 illustrates various levels (zones) of a storage network- 
ing environment that must be secured and the security measures that can 
be deployed. 
FC SANs not only suffer from certain risks and vulnerabilities that are unique, 
but also share common security problems associated with physical security 
and remote administrative access. In addition to implementing SAN-specifi c 
security measures, organizations must simultaneously leverage other security 
implementations in the enterprise. Table 14-1 provides a comprehensive list of 
protection strategies that must be implemented in various security zones. Some 
of the security mechanisms listed in Table 14-1 are not specifi c to SAN but are 
commonly used data center techniques. For example, two-factor authentica- 
tion is implemented widely; in a simple implementation it requires the use of 
a username/password and an additional security component such as a smart 
card for authentication. 
Basic SAN Security Mechanisms 
LUN masking and zoning, switch-wide and fabric-wide access control, RBAC, 
and logical partitioning of a fabric (Virtual SAN) are the most commonly used 
SAN security methods. 
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 Explain the various storage management activities.  
Storage Infrastructure Management Activities: 
Availability Management 
A critical task in availability management is establishing a proper guideline 
based on defined service levels to ensure availability. Availability management 
involves all availability-related issues for components or services to ensure 
that service levels are met. A key activity in availability management is to 
provision redundancy at all levels, including components, data, or even sites. 
For example, when a server is deployed to support a critical business function, 
it requires high availability. This is generally accomplished by deploying two 
or more HBAs, multipathing software, and server clustering. The server must 
be connected to the storage array using at least two independent fabrics and 
switches that have built-in redundancy. In addition, the storage arrays should 
have built-in redundancy for various components and should support local 
and remote replication. 
Capacity Management 
The goal of capacity management is to ensure adequate availability of resources 
based on their service level requirements. Capacity management also involves 
optimization of capacity based on the cost and future needs. Capacity management provides 
capacity analysis that compares allocated storage to forecasted storage 
on a regular basis. It also provides trend analysis based on the rate of consump- 
tion, which must be rationalized against storage acquisition and deployment 
timetables. Storage provisioning is an example of capacity management. It 
involves activities, such as creating RAID sets and LUNs, and allocating them 
to the host. Enforcing capacity quotas for users is another example of capacity 
management. Provisioning a fixed amount of user quotas restricts users from 
exceeding the allocated capacity. 
Technologies, such as data deduplication and compression, have reduced the 
amount of data to be backed up and thereby reduced the amount of storage 
capacity to be managed. 
Performance Management 
Performance management ensures the optimal operational efficiency of all 
components. Performance analysis is an important activity that helps to identify 
the performance of storage infrastructure components. This analysis provides 
information on whether a component meets expected performance levels. 
Several performance management activities need to be performed when 
deploying a new application or server in the existing storage infrastructure. 
Every component must be validated for adequate performance capabilities as 
defi ned by the service levels. For example, to optimize the expected performance 
levels, activities on the server, such as the volume configuration, database design 
or application layout, configuration of multiple HBAs, and intelligent multipa- 
thing software, must be fine-tuned. The performance management tasks on 
a SAN include designing and implementing sufficient ISLs in a multiswitch 
fabric with adequate bandwidth to support the required performance levels. 
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The storage array configuration tasks include selecting the appropriate RAID 
type, LUN layout, front-end ports, back-end ports, and cache configuration, 
when considering the end-to-end performance. 
Security Management 
The key objective of the security management activity is to ensure confidentiality, 
integrity, and availability of information in both virtualized and nonvirtualized 
environments. Security management prevents unauthorized access and configuration of 
storage infrastructure components. For example, while deploying 
an application or a server, the security management tasks include managing 
the user accounts and access policies that authorize users to perform role-based 
activities. The security management tasks in a SAN environment include con- 
fi guration of zoning to restrict an unauthorized HBA from accessing specifi c 
storage array ports. Similarly, the security management task on a storage array 
includes LUN masking that restricts a host’s access to intended LUNs only. 
Reporting 
Reporting on a storage infrastructure involves keeping track and gathering information from
various components and processes. This information is compiled 
to generate reports for trend analysis, capacity planning, chargeback, and performance. 
Capacity planning reports contain current and historic information 
about the utilization of storage, fi le systems, database tablespace, ports, and so 
on. Configuration and asset management reports include details about device 
allocation, local or remote replicas, and fabric configuration. This report also 
lists all the equipment, with details, such as their purchase date, lease status, and 
maintenance records. Chargeback reports contain information about the allocation or 
utilization of storage infrastructure components by various departments 
or user groups. Performance reports provide details about the performance of 
various storage infrastructure components. 
Storage Infrastructure Management in a Virtualized Environment 
Virtualization technology has dramatically changed the complexity of storage 
infrastructure management. In fact, fl exibility and ease of management 
are key drivers for wide adoption of virtualization at all layers of the IT 
infrastructure. 
Storage virtualization has enabled dynamic migration of data and extension 
of storage volumes. Due to dynamic extension, storage volumes can be expanded 
nondisruptively to meet both capacity and performance requirements. Because 
virtualization breaks the bond between the storage volumes presented to the 
host and its physical storage, data can be migrated both within and across 
data centers without any downtime. This has made the administrator’s tasks 
easier while reconfi guring the physical environment. 
Virtual storage provisioning is another tool that has changed the infra- 
structure management cost and complexity scenario. In conventional pro- 
visioning, storage capacity is provisioned upfront in anticipation of future 
growth. Because growth is uneven, some users or applications fi nd themselves 
running out of capacity, whereas others have excess capacity that remains 
underutilized. Use of virtual provisioning can address this challenge and 
make capacity management less challenging. In virtual provisioning, storage is allocated 
from the shared pool to hosts on-demand. This improves 
the storage capacity utilization, and thereby reduces capacity management 
complexities. 
Virtualization has also contributed to network management efficiency. 
VSANs and VLANs made the administrator’s job easier by isolating different networks 
logically using management tools rather than physically separating 
them. Disparate virtual networks can be created on a single physical network, 
and reconfi guration of nodes can be done quickly without any physical changes. 
It has also addressed some of the security issues that might exist in a conven- 
tional environment. 
On the host side, compute virtualization has made host deployment, reconfiguration, and 
migration easier than physical environment. Compute, application, and memory 
virtualization have not only improved provisioning, but also 
contributed to the high availability of resources. 
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 Explain ILM in detail with challenges. List its benefits. 
Information Lifecycle Management 
In both traditional data center and virtualized environments, managing 
information can be expensive if not managed appropriately. Along with the 
tools, an effective management strategy is also required to manage information 
efficiently. This strategy should address the following key challenges that exist 
in today’s data centers: 
Exploding digital universe: The rate of information growth is increasing exponentially. 
Creating copies of data to ensure high availability and 
repurposing has contributed to the multifold increase of information growth. 
Increasing dependency on information: The strategic use of information plays an 
important role in determining the success of a business and 
provides competitive advantages in the marketplace. 
Changing value of information: Information that is valuable today might 
become less important tomorrow. The value of information often changes 
over time. 
Framing a strategy to meet these challenges involves understanding the value 
of information over its life cycle. When information is fi rst created, it often has the 
highest value and is accessed frequently. As the information ages, it is accessed 
less frequently and is of less value to the organization. Understanding the value of 
information helps to deploy the appropriate infrastructure according to the 
changing value of information. 
For example, in a sales order application, the value of the information (customer 
data) changes from the time the order is placed until the time that the warranty 
becomes void . The value of the information is highest when a 
company receives a new sales order and processes it to deliver the product. After 
the order fulfillment, the customer data does not need to be available for real-time 
access. The company can transfer this data to less expensive secondary storage 
with lower performance until a warranty claim or another event triggers its need. 
After the warranty becomes void, the company can dispose of the information. 
Information Lifecycle Management (ILM) is a proactive strategy that enables an 
IT organization to effectively manage information throughout its life cycle based 
on predefi ned business policies. From data creation to data deletion, ILM aligns 
the business requirements and processes with service levels in an automated 
fashion. This allows an IT organization to optimize the storage infrastructure for 
maximum return on investment.  
 
Implementing an ILM strategy has the following key benefits that directly address the 
challenges of information management: 
Lower Total Cost of Ownership (TCO): By aligning the infrastructure 
and management costs with information value. As a result, resources are 
not wasted, and complexity is not introduced by managing low-value 
data at the expense of high-value data. 
Simplified management: By integrating process steps and interfaces with 
individual tools and by increasing automation 
Maintaining compliance: By knowing what data needs to be protected 
for what length of time 
Optimized utilization: By deploying storage tiering 
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 Explain the concept of Kerberos with neat diagram. 
 
Kerberos 
Kerberos is a network authentication protocol, which is designed to provide strong 
authentication for client/server applications by using secret-key cryptography. 
It uses cryptography so that a client and server can prove their identity to each 
other across an insecure network connection. After the client and server have 
proven their identities, they can choose to encrypt all their communications to 
ensure privacy and data integrity. 
In Kerberos, authentications occur between clients and servers. The client 
gets a ticket for a service and the server decrypts this ticket by using its secret 
key. Any entity, user, or host that gets a service ticket for a Kerberos service 
is called a Kerberos client. The term Kerberos server generally refers to the Key 
Distribution Center (KDC). The KDC implements the Authentication Service (AS) 
and the Ticket Granting Service (TGS). The KDC has a copy of every password 
associated with every principal, so it is absolutely vital that the KDC remain 
secure. In Kerberos, users and servers for which a secret key is stored in the 
KDC database are known as principals. In a NAS environment, Kerberos is primarily used 
when authenticating against a Microsoft Active Directory domain, although it can be used 
to execute security functions in UNIX environments. The Kerberos authentication process 
shown in Figure 14-8 includes the following steps: 
 
 1. The user logs on to the workstation in the Active Directory domain (or 
forest) using an ID and a password. The client computer sends a request 
to the AS running on the KDC for a Kerberos ticket. The KDC verifi es the 
user’s login information from Active Directory. (This step is not explicitly 
shown in Figure 14-8.) 
2. The KDC responds with an encrypted Ticket Granting Ticket (TGT) and an 
encrypted session key. TGT has a limited validity period. TGT can be decrypted 
only by the KDC, and the client can decrypt only the session key. 
3. When the client requests a service from a server, it sends a request, 
consisting of the previously generated TGT, encrypted with the session 
key and the resource information to the KDC. 
4. The KDC checks the permissions in Active Directory and ensures that the 
user is authorized to use that service. 
5. The KDC returns a service ticket to the client. This service ticket contains 
fi elds addressed to the client and to the server hosting the service. 
6. The client then sends the service ticket to the server that houses the required 
resources. 
7. The server, in this case the NAS device, decrypts the server portion of the 
ticket and stores the information in a keytab fi le. As long as the client’s 
Kerberos ticket is valid, this authorization process does not need to be 
repeated. The server automatically allows the client to access the appro- 
priate resources. 
8. A client-server session is now established. The server returns a session ID 
to the client, which tracks the client activity, such as fi le locking, as long 
as the session is active. 
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