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1 (a) Explain Naïve bayes classification with example data given below. Classify the 
following instance <Outlook=Sunny, Temperature=Cool, Humidity=High, 
Wind=Strong> 

[5+5] CO3 L3 

 

 

 CO2 L2 

2 (a) Write about  
i) Estimating hypothesis accuracy 

ii) Binomial distribution 

[5+5] CO2 L3 

3 (a)  How to identify difference in error of two hypotheses. Discuss the method of 
comparing two algorithms. Justify with paired-t tests methods. 

[2+4+4] CO2 L3 

4 (a) Discuss locally weighted regression and explain locally weighted linear 
regression 

[10] CO1 L2 

5 (a) Describe K-Nearest Neighbor learning algorithm for continuous valued target 
functions and discrete valued target functions. Discuss one major drawback 
of this algorithm and how it can be corrected.  

[5+4+1] CO3 L2 

6 (a)  What is reinforcement learning? Explain how an agent interacts with its 
environment.  Explain the learning task. 

[1+4+5] CO1 L2 

7 (a)  Explain the Q function and Q learning algorithm. [3+7] CO3 L2 

8 (a) Explain Bayesian belief networks with an example. [5] CO2 L2 

   (b) Define the following terms with respect to K- Nearest Neighbor 
i. Regression 

ii. Residual 

iii. Kernel function 

 

[2+2+1] CO3 L1 
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IAT-3 Solution  

1. Naïve bayes classifier 

 
 

 

 

 
 

ii)   

 

 

 



 
Probability of(No) > Probability(Yes),  Hence PlayTennis= No 

 

2.a) i) Estimating hypothesis accuracy 

1. When evaluating a learned hypothesis we are most often interested in 

estimating the accuracy with which it will classify future instances. 

2. We would like to know the probable error in this accuracy estimate. 

3. Evaluating the difference of the hypothesis to know how general they are.  

Sample Error and True Error: 

The sample error of a hypothesis with respect to some sample S of instances  

drawn from X is the fraction of S that it misclassifies:  

 

 

 

 

 

The true error of a hypothesis is the probability that it will misclassify a single 

randomly drawn instance from the distribution D.  

 

 

 

 

 

 

Confidence Intervals for Discrete-  Valued Hypotheses 

 

 

 

 

Statistical theory allows us to make the following assertions:  

 



 

suppose the data sample S contains n = 40 examples and that  

hypothesis h commits r = 12 errors over this data. In this case, the sample error  

errors(h) = 12/40 = .30 

The repeated sample of 40 examples, expect some variation in the sample 

error.With approximately 95% of probability reason, the errorD(h) lies in the 

interval   

 

=0.30±1.96√
0.3∗0.7

40
 

=0.3±1.96 x 0.072 

=.30±0.14 

The above expression for the 95% confidence interval can be generalized to any desired 

confidence level. The constant 1.96 is used in case we desire a 95% confidence interval. 

A different constant, ZN, is used to calculate the N% confidence interval.The general 

expression for approximate N% confidence intervals for errorD(h) is  

 
ZN - is chosen depending on the desired confidence level. 

2. ii) Binomial distribution 

 

 

 A Binomial distribution gives the probability of observing r heads  in a sample of n 

independent coin tosses, when the probability of  heads on a single coin toss is p. 

 

 

 

 

 

 

 

 



 

 

3. How to identify difference in error of two hypotheses. Discuss the method of 

comparing two algorithms. Justify with paired-t tests methods. 

If h1 and h2 are the two hypotheses, then the error between the hypotheses can be measured 

as: 

 

 

 

 

 

 

 

 

 

 

 

 

Procedure for comparing two algorithms: 

 
 



Paired t-test is the method to statistically justify the comparison of two learning  

methods: 

 
 

 
 

The approximate N% confidence for estimation will be  : 

 

 
 

 
 

 

4. Discuss locally weighted regression and explain locally weighted linear regression 

 



 

 
 

5. Describe K-Nearest Neighbor learning algorithm for continuous valued 

target functions and discrete valued target functions. Discuss one major 

drawback of this algorithm and how it can be corrected.



 
 

 

 
 

Major drawback of kNN: 

1. K-NN slow algorithm: K-NN might be very easy to implement but as dataset 

grows efficiency or speed of algorithm declines very fast. 

2. Curse of Dimensionality: KNN works well with small number of input variables 

but as the numbers of variables grow K-NN algorithm struggles to predict the 

output of new data point. 

Correction to be done to overcome the drawbacks : 

One interesting approach to overcoming this problem is to weight each attribute 

differently when calculating the distance between two instances. This corresponds 

to stretching the axes in the Euclidean space, shortening the axes that correspond to 



less relevant attributes, and lengthening the axes that correspond to more relevant 

attributes. The amount by which each axis should be stretched can be determined 

automatically using a cross-validation approach. 

6. What is reinforcement learning? Explain how an agent interacts with its 

environment.  Explain the learning task. 

 

 
 

 

 
 

 

 
 

Learning task  



 
 

7. Explain the Q function and Q learning algorithm. 

 

Q Function : 

 
 

 



 
 

 
 

8.a) Explain Bayesian belief networks with an example. 

 



 

 
 

 

8.b)  Define the following terms with respect to K- Nearest Neighbor 

iv. Regression 

v. Residual 

vi. Kernel function 

 


