
Answer Key – IAT1 – Cloud Computing 
 

1 a. Explain with a diagram the evaluation of computing platform. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Computer technology has gone through five generations of development, with each generation lasting from 10 to 20 years. 

Successive generations are overlapped in about 10 years. For instance, from 1950 to 1970, a handful of mainframes, including the 

IBM 360 and CDC 6400, were built to satisfy the demands of large businesses and government organizations. From 1960 to 1980, 

lower-cost mini-computers such as the DEC PDP 11 and VAX Series became popular among small businesses and on college 

campuses.  
From 1970 to 1990, we saw widespread use of personal computers built with VLSI microprocessors. From 1980 to 2000, massive 
numbers of portable computers and pervasive devices appeared in both wired and wireless applications. Since 1990, the use of 
both HPC and HTC systems hidden in clusters, grids, or Internet clouds has proliferated. These systems are employed by both 
consumers and high-end web-scale computing and information services.  

The general computing trend is to leverage shared web resources and massive amounts of data over the Internet. The figure 

above illustrates the evolution of HPC and HTC systems. On the HPC side, supercomputers (massively parallel processors or MPPs) 

are gradually replaced by clusters of cooperative computers out of a desire to share computing resources. The cluster is often a 

collection of homogeneous compute nodes that are physically connected in close range to one another.   
On the HTC side, peer-to-peer (P2P) networks are formed for distributed file sharing and content delivery applications. A P2P 
system is built over many client machines. Peer machines are globally distributed in nature. P2P, cloud computing, and web service 
platforms are more focused on HTC applications than on HPC applications. Clustering and P2P technologies lead to the 
development of computational grids or data grids. 
 
b. Distinguish the different computing paradigms. 
 
 Centralized computing This is a computing paradigm by which all computer resources are centralized in one physical system. All 

resources (processors, memory, and storage) are fully shared and tightly coupled within one integrated OS. Many data centers 

and supercomputers are centralized systems, but they are used in parallel, distributed, and cloud computing applications.  
 Parallel computing In parallel computing, all processors are either tightly coupled with centralized shared memory or loosely 

coupled with distributed memory. Some authors refer to this discipline as parallel processing. Interprocessor communication is 

accomplished through shared memory or via message passing. A computer system capable of parallel computing is commonly 

known as a parallel computer. Programs running in a parallel computer are called parallel programs. The process of writing 

parallel programs is often referred to as parallel programming.  
 Distributed computing This is a field of computer science/engineering that studies distributed systems. A distributed system 

consists of multiple autonomous computers, each having its own private memory, communicating through a computer network. 

Information exchange in a distributed system is accomplished through message passing. A computer program that runs in a 

distributed system is known as a distributed program. The process of writing distributed programs is referred to as distributed 

programming.  
 Cloud computing An Internet cloud of resources can be either a centralized or a distributed computing system. The cloud 

applies parallel or distributed computing, or both. Clouds can be built with physical or virtualized resources over large data 

centers that are centralized or distributed. Some authors consider cloud computing to be a form of utility computing or service 

computing. 

 
 



2 a. Discuss the hype-cycle of new technologies. Assist the answer with a diagram. 
 

 
 
Any new and emerging computing and information technology may go through a hype cycle, as illustrated in the figure above. This 

cycle shows the expectations for the technology at five different stages. The expectations rise sharply from the trigger period to a 

high peak of inflated expectations. Through a short period of disillusionment, the expectation may drop to a valley and then 

increase steadily over a long enlightenment period to a plateau of productivity. The number of years for an emerging technology to 

reach a certain stage is marked by special symbols. The hollow circles indicate technologies that will reach mainstream adoption in 

two years. The gray circles represent technologies that will reach mainstream adoption in two to five years. The solid circles 

represent those that require five to 10 years to reach mainstream adoption, and the triangles denote those that require more than 

10 years. The crossed circles represent technologies that will become obsolete before they reach the plateau.  
The hype cycle in the figure shows the technology status as of August 2010. For example, at that time consumer-generated 

media was at the disillusionment stage, and it was predicted to take less than two years to reach its plateau of adoption. Internet 

micropayment systems were forecast to take two to five years to move from the enlightenment stage to maturity. It was believed 

that 3D printing would take five to 10 years to move from the rising expectation stage to mainstream adoption, and mesh network 

sensors were expected to take more than 10 years to move from the inflated expectation stage to a plateau of mainstream 

adoption.  
Also as shown in figure, the cloud technology had just crossed the peak of the expectation stage in 2010, and it was expected to 

take two to five more years to reach the productivity stage. However, broadband over power line technology was expected to 

become obsolete before leaving the valley of disillusionment stage in 2010. Many additional technologies (denoted by dark circles) 

were at their peak expectation stage in August 2010, and they were expected to take five to 10 years to reach their plateau of 

success. Once a technology begins to climb the slope of enlightenment, it may reach the productivity plateau within two to five 

years. Among these promising technologies are the clouds, biometric authentication, interactive TV, speech recognition, predictive 

analytics, and media tablets. 

 
b. Explain the concepts of IoT and CPS. 
 
Internet of Things 
The traditional Internet connects machines to machines or web pages to web pages. The concept of the IoT was introduced in 1999 
at MIT. The IoT refers to the networked interconnection of everyday objects, tools, devices, or computers. One can view the IoT as 
a wireless network of sensors that interconnect all things in our daily life. These things can be large or small and they vary with 
respect to time and place. The idea is to tag every object using RFID or a related sensor or electronic technology such as GPS. 

With the introduction of the IPv6 protocol, 2
128

 IP addresses are available to distinguish all the objects on Earth, including all 
computers and pervasive devices. The IoT researchers have estimated that every human being will be surrounded by 1,000 to 5,000 
objects. The IoT needs to be designed to track 100 trillion static or moving objects simultaneously. The IoT demands universal 



addressability of all of the objects or things. To reduce the complexity of identification, search, and storage, one can set the 
threshold to filter out fine-grain objects. The IoT obviously extends the Internet and is more heavily developed in Asia and 
European countries.  

In the IoT era, all objects and devices are instrumented, interconnected, and interacted with each other intelligently. This 

communication can be made between people and things or among the things themselves. Three communication patterns co-exist: 

namely H2H (human-to-human), H2T (human-to-thing), and T2T (thing-to-thing). Here things include machines such as PCs and 

mobile phones. The idea here is to connect things (including human and machine objects) at any time and any place intelligently 

with low cost. Any place connections include at the PC, indoor (away from PC), outdoors, and on the move. Any time connections 

include daytime, night, outdoors and indoors, and on the move as well.  
The dynamic connections will grow exponentially into a new dynamic network of networks, called the Internet of Things (IoT). 

The IoT is still in its infancy stage of development. Many proto-type IoTs with restricted areas of coverage are under 

experimentation at the time of this writing. Cloud computing researchers expect to use the cloud and future Internet technologies 

to support fast, efficient, and intelligent interactions among humans, machines, and any objects on Earth. A smart Earth should 

have intelligent cities, clean water, efficient power, convenient transportation, good food supplies, responsible banks, fast 

telecommunications, green IT, better schools, good health care, abundant resources, and so on. This dream living environment may 

take some time to reach fruition at different parts of the world. 

 
Cyber Physical Systems 

A cyber-physical system (CPS) is the result of interaction between computational processes and the physical world. A CPS integrates 

“cyber” (heterogeneous, asynchronous) with “physical” (concur-rent and information-dense) objects. A CPS merges the “3C” 

technologies of computation, communication, and control into an intelligent closed feedback system between the physical world 

and the information world, a concept which is actively explored in the United States. The IoT emphasizes various networking 

connections among physical objects, while the CPS emphasizes exploration of virtual reality (VR) applications in the physical world. 
We may transform how we interact with the physical world just like the Internet transformed how we interact with the virtual 

world.  

 
3 Classify parallel and distributed systems. 
 

 Computer Peer-to-Peer Data/  
Functionality, Clusters Networks Computational Cloud Platforms 
Applications   Grids  

     

Architecture, Network of Flexible network Heterogeneous Virtualized cluster 
Network compute nodes of client machines clusters of servers over 
Connectivity, and interconnected by logically interconnected by data centers via 
Size SAN, LAN, or connected by an high-speed SLA 

 WAN overlay network network links over  
 hierarchically  selected resource  
   sites  

Control and Homogeneous Autonomous Centralized Dynamic resource 
Resources nodes with client nodes, free control, server- provisioning of 
Management distributed in and out, with oriented with servers, storage, 

 control, running self-organization authenticated and networks 
 UNIX or Linux  security  

Applications and High-performance Most appealing to Distributed Upgraded web 
Network-centric computing, business file supercomputing, search, utility 
Services search engines, sharing, content global problem computing, and 

 and web services, delivery, and solving, and data outsourced 
 etc. social networking center services computing 
    services 

Representative Google search Gnutella, eMule, TeraGrid, Google App 
Operational engine, SunBlade, BitTorrent, GriPhyN, UK Engine, IBM 
Systems IBM Road Napster, KaZaA, EGEE, D-Grid, Bluecloud, AWS, 

 Runner, Cray Skype, JXTA ChinaGrid, etc. and Microsoft 
 XT4, etc.   Azure 

 
 
 
 
 
 
 



4 a. Explain Cluster Architecture and SSI. 
 

 
 
The figure above shows the architecture of a typical server cluster built around a low-latency, high-bandwidth interconnection 

network. This network can be as simple as a SAN (e.g., Myrinet) or a LAN (e.g., Ethernet). To build a larger cluster with more nodes, 

the interconnection network can be built with multiple levels of Gigabit Ethernet, Myrinet, or InfiniBand switches. Through 

hierarchical construction using a SAN, LAN, or WAN, one can build scalable clusters with an increasing number of nodes. The cluster 

is connected to the Internet via a virtual private network (VPN) gateway. The gateway IP address locates the cluster. The system 

image of a computer is decided by the way the OS manages the shared cluster resources. Most clusters have loosely coupled node 

computers. All resources of a server node are managed by their own OS. Thus, most clusters have multiple system images as a 

result of having many autonomous nodes under different OS control. 

 
Single-System Image  
Greg Pfister has indicated that an ideal cluster should merge multiple system images into single-system image (SSI). Cluster 
designers desire a cluster operating system or some middle-ware to support SSI at various levels, including the sharing of CPUs, 
memory, and I/O across all cluster nodes. An SSI is an illusion created by software or hardware that presents a collection of 
resources as one integrated, powerful resource. SSI makes the cluster appear like a single machine to the user. A cluster with 
multiple system images is nothing but a collection of independent computers. 
 
b. What is the hardware, software and middleware support needed to form a cluster? 
 
Clusters exploring massive parallelism are commonly known as MPPs. Almost all HPC clusters in the Top 500 list are also MPPs. The 

building blocks are computer nodes (PCs, workstations, servers, or SMP), special communication software such as PVM or MPI, and 

a network interface card in each computer node. Most clusters run under the Linux OS. The computer nodes are interconnected by 

a high-bandwidth network (such as Gigabit Ethernet, Myrinet, InfiniBand, etc.).  
Special cluster middleware supports are needed to create SSI or high availability (HA). Both sequential and parallel applications can 
run on the cluster, and special parallel environments are needed to facilitate use of the cluster resources. For example, distributed 
memory has multiple images. Users may want all distributed memory to be shared by all servers by forming distributed shared 
memory (DSM). Many SSI features are expensive or difficult to achieve at various cluster operational levels. Instead of achieving 
SSI, many clusters are loosely coupled machines. Using virtualization, one can build many virtual clusters dynamically, upon user 
demand. 
 
5 a. Discuss the characteristics of a P2P system. 
 
In a P2P system, every node acts as both a client and a server, providing part of the system resources. Peer machines are simply 

client computers connected to the Internet. All client machines act autonomously to join or leave the system freely. This implies 

that no master-slave relationship exists among the peers. No central coordination or central database is needed. In other words, no 

peer machine has a global view of the entire P2P system. The system is self-organizing with distributed control.  
The figure below shows the architecture of a P2P network at two abstraction levels. Initially, the peers are totally unrelated. 

Each peer machine joins or leaves the P2P network voluntarily. Only the participating peers form the physical network at any time. 

Unlike the cluster or grid, a P2P network does not use a dedicated interconnection network. The physical network is simply an ad 



hoc network formed at various Internet domains randomly using the TCP/IP and NAI protocols. Thus, the physical network varies in 

size and topology dynamically due to the free membership in the P2P network. 

 

 
 

Overlay Networks  
Data items or files are distributed in the participating peers. Based on communication or file-sharing needs, the peer IDs form an 

overlay network at the logical level. This overlay is a virtual network formed by mapping each physical machine with its ID, logically, 

through a virtual mapping as shown in the figure. When a new peer joins the system, its peer ID is added as a node in the overlay 

network. When an existing peer leaves the system, its peer ID is removed from the overlay network automatically. Therefore, it is 

the P2P overlay network that characterizes the logical connectivity among the peers.  
There are two types of overlay networks: unstructured and structured. An unstructured overlay network is characterized by a 

random graph. There is no fixed route to send messages or files among the nodes. Often, flooding is applied to send a query to all 

nodes in an unstructured overlay, thus resulting in heavy network traffic and nondeterministic search results. Structured overlay 

net-works follow certain connectivity topology and rules for inserting and removing nodes (peer IDs) from the overlay graph. 

Routing mechanisms are developed to take advantage of the structured overlays. 
 
b. What are the major categories of P2P Network Family? 
 

System Distributed File Collaborative Distributed P2P  
Features Sharing Platform Computing P2P Platform 

     

Attractive Content Instant messaging, Scientific Open networks for 
Applications distribution of MP3 collaborative exploration and public resources 

 music, video, open design and gaming social networking  

 software, etc.    

Operational Loose security and Lack of trust, Security holes, Lack of standards 
Problems serious online disturbed by selfish partners, or protection 

 copyright violations spam, privacy, and and peer collusion protocols 
  peer collusion   

Example Gnutella, Napster, ICQ, AIM, Groove, SETI@home, JXTA, .NET, 
Systems eMule, BitTorrent, Magi, Multiplayer Geonome@home, FightingAid@home, 

 Aimster, KaZaA, Games, Skype, etc. etc. 
 etc. etc.   

 
 
6. What are the various performance metrics used for a distributed system? Explain each of them. 
 
In a distributed system, performance is attributed to a large number of factors. System throughput is often measured in MIPS 
(Discuss MIPS as explained in class), Tflops (tera floating-point operations per second), or TPS (transactions per second). Other 
measures include job response time and network latency. An interconnection network that has low latency and high bandwidth is 
preferred. System overhead is often attributed to OS boot time, compile time, I/O data rate, and the runtime support sys-tem used. 
Other performance-related metrics include the QoS for Internet and web services; system availability and dependability; and 
security resilience for system defense against network attacks. 



 
7 a. Discuss Amdahl’s Law. 
 
Consider the execution of a given program on a uniprocessor workstation with a total execution time of T minutes. Now, let’s say 

the program has been parallelized or partitioned for parallel execution on a cluster of many processing nodes. Assume that a 
fraction α of the code must be executed sequentially, called the sequential bottleneck. Therefore, (1 − α) of the code can be 

compiled for parallel execution by n processors. The total execution time of the program is calculated by T + (1 − α)T/n, where the 

first term is the sequential execution time on a single processor and the second term is the parallel execution time on n processing 

nodes.  
All system or communication overhead is ignored here. The I/O time or exception handling time is also not included in the 

following speedup analysis. Amdahl’s Law states that the speedup factor of using the n-processor system over the use of a single 

processor is expressed by: 
 

  
 

The maximum speed up of n is achieved only if the sequential bottleneck α is reduced to zero or the code is fully parallelizable 

with α = 0. As the cluster becomes sufficiently large, that is, n → ∞, S approaches 1/α, an upper bound on the speedup S. 

Surprisingly, this upper bound is independent of the cluster size n. The sequential bottleneck is the portion of the code that cannot 

be parallelized. For example, the maximum speedup achieved is 4, if α = 0.25 or 1 − α = 0.75, even if one uses hundreds of 

processors. Amdahl’s law teaches us that we should make the sequential bottle-neck as small as possible. Increasing the cluster size 

alone may not result in a good speed up in this case. 

 
b. What is the problem with fixed workload that Gustafson’s Law overcomes? 
 
Problem with Fixed Workload  
In Amdahl’s law, we have assumed the same amount of workload for both sequential and parallel execution of the program with a 

fixed problem size or data set. This was called fixed-workload speedup by Hwang and Xu. To execute a fixed workload on n 

processors, parallel processing may lead to a system efficiency defined as follows: 
 

   
Very often the system efficiency is rather low, especially when the cluster size is very large. To execute the aforementioned 
program on a cluster with n = 256 nodes, extremely low efficiency E = 1/[0.25 × 256 + 0.75] = 1.5% is observed. This is because only 
a few processors (say, 4) are kept busy, while the majority of the nodes are left idling. 
 
Gustafson’s Law  
To achieve higher efficiency when using a large cluster, we must consider scaling the problem size to match the cluster capability. 

This leads to the following speedup law proposed by John Gustafson (1988), referred as scaled-workload speedup in [14]. Let W be 

the workload in a given program. When using an n-processor system, the user scales the workload to W′ = αW + (1 − α)nW. Note 

that only the parallelizable portion of the workload is scaled n times in the second term. This scaled workload W′ is essentially the 

sequential execution time on a single processor. The parallel execution time of a scaled workload W′ on n processors is defined by a 

scaled-workload speedup as follows: 

  
 

This speedup is known as Gustafson’s law. By fixing the parallel execution time at level W, the following efficiency expression is 
obtained: 

   
For the preceding program with a scaled workload, we can improve the efficiency of using a 256-node cluster to E′ = 0.25/256 + 
0.75 = 0.751. One should apply Amdahl’s law and Gustafson’s law under different workload conditions. For a fixed workload, 
users should apply Amdahl’s law. To solve scaled problems, users should apply Gustafson’s law. 


