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1 Summarize on Service-oriented Architecture with a neat diagram [10] CO1 L2 

 OR    

2(a) Define Message Passing Interface and Map Reduce [5] CO1 L1 

(b) Write a note on Network Treats and Data Integrity [5] CO1 L1 

3 (a) Explain fault tolerance and system availability [5] CO2 L4 

(b) Describe computational grid [5] CO2 L2 

 OR    
4 Explain various levels of implementing virtualization [10] CO2 L4 

5(a) Differentiate between cloud and traditional computing [5] CO3 L4 

(b) Discuss the purpose of virtual storage management [5] CO3 L3 

 OR    

6 Elaborate on trust management in virtualized data centers [10] CO2 L4 

7 Describe memory migration and network migration [10] CO2 L4 

 OR    

8  Discuss with a neat diagram on XEN Architecture [10] CO2 L1 

9 Explain public cloud, private cloud, IaaS, PaaS, SaaS [10] CO2 L4 

 OR    

10 Write a note on IOT [10] CO1 L1 

 
 
1. Summarize on Service-oriented Architecture with a neat diagram 
 

A service-oriented architecture (SOA) is a style of software design where services are provided to the other components 

by application components, through a communication protocol over a network. The basic principles of service-oriented architecture are 
independent of vendors, products and technologies.

[1]
 A service is a discrete unit of functionality that can be accessed remotely and 

acted upon and updated independently, such as retrieving a credit card statement online. 

A service has four properties according to one of many definitions of SOA  

1. It logically represents a business activity with a specified outcome. 

2. It is self-contained. 

3. It is a black box for its consumers. 

4. It may consist of other underlying services.  

Different services can be used in conjunction to provide the functionality of a large software application, a principle it shares 
with modular programming. Service-oriented architecture integrates distributed, separately-maintained and deployed software 
components. It is enabled by technologies and standards that make it easier for components to communicate and cooperate over a 
network, especially an IP network. 

In SOA, services use protocols that describe how they pass and parse messages using description metadata. This metadata describes 
both the functional characteristics of the service and quality-of-service characteristics. Service-oriented architecture aims to allow users 
to combine large chunks of functionality to form applications which are built purely from existing services and combining them in an ad 
hoc manner. A service presents a simple interface to the requester that abstracts away the underlying complexity acting as a black box. 
Further users can also access these independent services without any knowledge of their internal implementation. 

The related buzzword service-orientation promotes loose coupling between services. SOA separates functions into distinct units, or 

services, which developers make accessible over a network in order to allow users to combine and reuse them in the production of 
applications. These services and their corresponding consumers communicate with each other by passing data in a well-defined, 
shared format, or by coordinating an activity between two or more services.

[7]
 

A manifesto was published for service-oriented architecture in October, 2009. This came up with six core values which are listed as 
follows 

https://en.wikipedia.org/wiki/Service-oriented_architecture#cite_note-1
https://en.wikipedia.org/wiki/Service-oriented_architecture#cite_note-Bell_-7


1. Business value is given more importance than technical strategy. 

2. Strategic goals are given more importance than project-specific benefits. 

3. Intrinsic inter-operability is given more importance than custom integration. 

4. Shared services are given more importance than specific-purpose implementations. 

5. Flexibility is given more importance than optimization. 

6. Evolutionary refinement is given more importance than pursuit of initial perfection. 

SOA can be seen as part of the continuum which ranges from the older concept of distributed computing and modular programming, 
through SOA, and on to current practices of mashups, SaaS, and cloud computing(which some see as the offspring of SOA). 

 
 
 
2a. Define Message Passing Interface and Map Reduce 
 
Message passing interface (MPI) 

The message passing interface (MPI) is a standardized means of exchanging messages between multiple computers running a parallel 
program across distributed memory. In parallel computing, multiple computers -- or even multiple processor cores within the same 
computer -- are called nodes.  Each node in the parallel arrangement typically works on a portion of the overall computing problem. The 
challenge then is to synchronize the actions of each parallel node, exchange data between nodes and provide command and control 
over the entire parallel cluster. The message passing interface defines a standard suite of functions for these tasks. MPI is not 
endorsed as an official standard by any standards organization such as IEEE or ISO, but it is generally considered to be the industry 
standard and it forms the basis for most communication interfaces adopted by parallel computing programmers. The older MPI 1.3 
standard (dubbed MPI-1) provides over 115 functions. The later MPI 2.2 standard (or MPI-2) offers over 500 functions and is largely 
backward compatible with MPI-1. However, not all MPI libraries provide a full implementation of MPI-2.  

MapReduce is a programming model and an associated implementation for processing and generating big data sets with 
a parallel, distributed algorithm on a cluster. A MapReduce program is composed of a map procedure (or method), which performs 
filtering and sorting (such as sorting students by first name into queues, one queue for each name), and a reduce method, which 
performs a summary operation (such as counting the number of students in each queue, yielding name frequencies). The "MapReduce 
System" (also called "infrastructure" or "framework") orchestrates the processing by marshalling the distributed servers, running the 
various tasks in parallel, managing all communications and data transfers between the various parts of the system, and providing 
for redundancy and fault tolerance. 

 
2b. Write a note on Network Treats and Data Integrity 
 
Clusters, grids, P2P networks, and clouds demand security and copyright protection if they are to be accepted in today’s digi tal society. 
Network viruses have threatened many users in widespread attacks. These incidents have created a worm epidemic by pulling down 
many routers and servers, and are responsible for the loss of billions of dollars in business, government, and services. Information 
leaks lead to a loss of confidentiality. Loss of data integrity may be caused by user alteration, Trojan horses, and service spoofing 
attacks. A denial of service (DoS) results in a loss of system operation and Internet connections. Lack of authentication or authorization 
leads to attackers’ illegitimate use of computing resources. Open resources such as data centers, P2P networks, and grid and cloud 
infrastructures could become the next targets. Users need to protect clusters, grids, clouds, and P2P systems. Otherwise, users should 
not use or trust them for outsourced work. Malicious intrusions to these systems may destroy valuable hosts, as well as network and 
storage resources. Internet anomalies found in routers, gateways, and distributed hosts may hinder the acceptance of these public-
resource computing services. 

https://whatis.techtarget.com/definition/IEEE-Institute-of-Electrical-and-Electronics-Engineers
https://searchdatacenter.techtarget.com/definition/ISO


Three security requirements are often considered: confidentiality, integrity, and availability for most Internet service providers and cloud 
users. In the order of SaaS, PaaS, and IaaS, the providers gradually release the responsibility of security control to the cloud users. In 
summary, the SaaS model relies on the cloud provider to perform all security functions. At the other extreme, the IaaS model wants the 
users to assume almost all security functions, but to leave availability in the hands of the providers. The PaaS model relies on the 
provider to maintain data integrity and availability, but burdens the user with confidentiality and privacy control. 
Collusive piracy is the main source of intellectual property violations within the boundary of a P2P network. Paid clients (colluders) may 
illegally share copyrighted content files with unpaid clients (pirates). Online piracy has hindered the use of open P2P networks for 
commercial content delivery. One can develop a proactive content poisoning scheme to stop colluders and pirates from alleged 
copyright infringements in P2P file sharing. Pirates are detected in a timely manner with identity-based signatures and timestamped 
tokens. This scheme stops collusive piracy from occurring without hurting 
legitimate P2P clients.  
Three generations of network defense technologies have appeared in the past. In the first generation, tools were designed to prevent or 
avoid intrusions. These tools usually manifested themselves as access control policies or tokens, cryptographic systems, and so forth. 
However, an intruder could always penetrate a secure system because there is always a weak link in the security provisioning process. 
The second generation detected intrusions in a timely manner to exercise remedial actions. These techniques included firewalls, 
intrusion detection systems (IDSes), PKI services, reputation systems, and so on. The third generation provides more intelligent 
responses to intrusions. 
Security infrastructure is required to safeguard web and cloud services. At the user level, one needs to perform trust negotiation and 
reputation aggregation over all users. At the application end, we need to establish security precautions in worm containment and 
intrusion detection against virus, worm, and distributed DoS (DDoS) attacks. We also need to deploy mechanisms to prevent online 
piracy and copyright violations of digital content. Security responsibilities are divided between cloud providers and users differently for 
the three cloud service models. The providers are totally responsible for platform availability. The IaaS users are more responsible for 
the confidentiality issue. The IaaS providers are more responsible for data integrity. In PaaS and SaaS services, providers and users 
are equally responsible for preserving data integrity and confidentiality. 
 

 
 
 
3a. Explain fault tolerance and system availability 
 
In addition to performance, system availability and application flexibility are two other important design goals in a distributed computing 
system. HA (high availability) is desired in all clusters, grids, P2P networks, and cloud systems. A system is highly available if it has a 
long mean time to failure (MTTF) and a short mean time to repair (MTTR). System availability is formally defined as follows:  
System Availability =MTTF/MTTF +MTTR 
System availability is attributed to many factors. All hardware, software, and network components may fail. Any failure that will pull 
down the operation of the entire system is called a single point of failure. The rule of thumb is to design a dependable computing 
system with no single point of failure. Adding hardware redundancy, increasing component reliability, and designing for testability will 
help to enhance system availability and dependability.  
In general, as a distributed system increases in size, availability decreases due to a higher chance of failure and a difficulty in isolating 
the failures. Both SMP and MPP are very vulnerable with centralized resources under one OS. NUMA machines have improved in 
availability due to the use of multiple OSes. Most clusters are designed to have HA with failover capability. Meanwhile, private clouds 
are created out of virtualized data centers; hence, a cloud has an estimated availability similar to that of the hosting cluster. A grid is 
visualized as a hierarchical cluster of clusters. Grids have higher availability due to the isolation of faults. Therefore, clusters, clouds, 
and grids have decreasing availability as the system increases in size. A P2P file-sharing network has the highest aggregation of client 
machines. However, it operates independently with low availability, and even many peer nodes depart or fail simultaneously. 
 



 
 
3b. Describe computational grid 
 
Like an electric utility power grid, a computing grid offers an infrastructure that couples computers, software/middleware, special 
instruments, and people and sensors together. The grid is often constructed across LAN, WAN, or Internet backbone networks at a 
regional, national, or global scale. Enterprises or organizations present grids as integrated computing resources. They can also be 
viewed as virtual platforms to support virtual organizations. The computers used in a grid are primarily workstations, servers, clusters, 
and supercomputers. Personal computers, laptops, and PDAs can be used as access devices to a grid system. The resource sites offer 
complementary computing resources, including workstations, large servers, a mesh of processors, and Linux clusters to satisfy a chain 
of computational needs. The grid is built across various IP broadband networks including LANs and WANs already used by enterprises 
or organizations over the Internet. The grid is presented to users as integrated resources pool as shown in the upper half of the figure. 
Special instruments may be involved such as using the radio telescope in SETI@Home search of life in the galaxy and the 
austrophysics@Swineburne for pulsars. At the server end, the grid is a network. At the client end, we see wired or wireless terminal 
devices. The grid integrates the computing, communication, contents, and transactions as rented services. Enterprises and consumers 
form the user base, which then defines the usage trends and service characteristics. 
 
Grid technology demands new distributed computing models, software/middleware support, network protocols, and hardware 
infrastructures. National grid projects are followed by industrial grid platform development by IBM, Microsoft, Sun, HP, Dell, Cisco, 
EMC, Platform Computing, and others. New grid service providers (GSPs) and new grid applications have emerged rapidly, similar to 
the growth of Internet and web services in the past two decades. Grid systems are classified in essentially two categories: 
computational or data grids and P2P grids. Computing or data grids are built primarily at the national level. 

 
 



 
 
4. Explain various levels of implementing virtualization 
 

Instruction Set Architecture Level 

At the ISA level, virtualization is performed by emulating a given ISA by the ISA of the host machine. For example, MIPS binary 
code can run on an x86-based host machine with the help of ISA emulation. With this approach, it is possible to run a large amount 
of legacy binary code written for various processors on any given new hardware host machine. Instruction set emulation leads to 
virtual ISAs created on any hardware machine. The basic emulation method is through code interpretation. An interpreter program 
interprets the source instructions to target instructions one by one. One source instruction may require tens or hundreds of native 
target instructions to perform its function. Obviously, this process is relatively slow. For better performance, dynamic binary 
translation is desired. This approach translates basic blocks of dynamic source instructions to target instructions. The basic blocks 
can also be extended to program traces or super blocks to increase translation efficiency. Instruction set emulation requires binary 
translation and optimization. A virtual instruction set architecture (V-ISA) thus 
requires adding a processor-specific software translation layer to the compiler. 
Hardware Abstraction Level 

Hardware-level virtualization is performed right on top of the bare hardware. On the one hand, this approach generates a virtual 
hardware environment for a VM. On the other hand, the process manages the underlying hardware through virtualization. The idea 
is to virtualize a computer’s resources, such as its processors, memory, and I/O devices. The intention is to upgrade the hardware 
utilization rate by multiple users concurrently. The idea was implemented in the IBM VM/370 in the 1960s. More recently, the Xen 
hypervisor has been applied to virtualize x86-based machines to run Linux or other 
guest OS applications.  
Operating System Level 

This refers to an abstraction layer between traditional OS and user applications. OS-level virtualization creates isolated containers 
on a single physical server and the OS instances to utilize the hardware and software in data centers. The containers behave like 
real servers. OS-level virtualization is commonly used in creating virtual hosting environments to allocate hardware resources 
among a large number of mutually distrusting users. It is also used, to a lesser extent, in consolidating server hardware by moving 
services on separate hosts into containers or VMs on one server.  
Library Support Level 

Most applications use APIs exported by user-level libraries rather than using lengthy system calls by the OS. Since most systems 
provide well-documented APIs, such an interface becomes another candidate for virtualization. Virtualization with library interfaces 
is possible by controlling the communication link between applications and the rest of a system through API hooks. The software 
tool WINE has implemented this approach to support Windows applications on top of UNIX hosts. 
Another example is the vCUDA which allows applications executing within VMs to leverage GPU 
hardware acceleration.  
User-Application Level 

Virtualization at the application level virtualizes an application as a VM. On a traditional OS, an application often runs as a process. 
Therefore, application-level virtualization is also known a sprocess-level virtualization. The most popular approach is to deploy high 
level language (HLL) VMs. In this scenario, the virtualization layer sits as an application program on top of the operating system, 
and the layer exports an abstraction of a VM that can run programs written and compiled to a particular abstract machine definition. 
Any program written in the HLL and compiled for this VM will be able to run on it. The Microsoft .NET CLR and Java Virtual 
Machine (JVM) are two good examples of this class of VM. Other forms of application-level virtualization are known as application 
isolation, application sandboxing, or application streaming. The process involves wrapping the application in a layer that is isolated 
from the host OS and other applications. The result is an application that is much easier to distribute and remove from user 
workstations. An example is the LANDesk application virtualization platform which deploys software applications as self-contained, 
executable files in an isolated 
environment without requiring installation, system modifications, or elevated security privileges. process-level virtualization. The 
most popular approach is to deploy high level language (HLL) VMs. In this scenario, the virtualization layer sits as an application 
program on top of the operating system, and the layer exports an abstraction of a VM that can run programs written and compiled 
to a particular abstract machine definition. Any program written in the HLL and compiled for this 
VM will be able to run on it. The Microsoft .NET CLR and Java Virtual Machine (JVM) are two good examples of this class of VM. 
Other forms of application-level virtualization are known as application isolation, application sandboxing, or application streaming. 
The process involves wrapping the application in a layer that is isolated from the host OS and other applications. The result  is an 
application that is much easier to distribute and remove from user workstations. An example is the LANDesk application 



virtualization platform which deploys software applications as self-contained, executable files in an isolated environment without 
requiring installation, system modifications, or elevated security privileges. 

 

 
 
 
 
5a. Differentiate between cloud and traditional computing 
 
Cloud computing is far more abstract as a virtual hosting solution. Instead of being accessible via physical hardware, all servers, 
software and networks are hosted in the cloud, off premises. It’s a real-time virtual environment hosted between several different 
servers at the same time. So rather than investing money into purchasing physical servers in-house, you can rent the data storage 
space from cloud computing providers on a more cost effective pay-per-use basis. 

The main differences between cloud hosting and traditional web hosting are: 

Resilience and Elasticity 

The information and applications hosted in the cloud are evenly distributed across all the servers, which are connected to work as one. 
Therefore, if one server fails, no data is lost and downtime is avoided. The cloud also offers more storage space and server resources, 
including better computing power. This means your software and applications will perform faster. 

Traditional IT systems are not so resilient and cannot guarantee a consistently high level of server performance. They have limited 
capacity and are susceptible to downtime, which can greatly hinder workplace productivity. 

Flexibility and Scalability 

Cloud hosting offers an enhanced level of flexibility and scalability in comparison to traditional data centres. The on-demand virtual 
space of cloud computing has unlimited storage space and more server resources. Cloud servers can scale up or down depending on 
the level of traffic your website receives, and you will have full control to install any software as and when you need to. This provides 
more flexibility for your business to grow. 

With traditional IT infrastructure, you can only use the resources that are already available to you. If you run out of storage space, the 
only solution is to purchase or rent another server.If you hire more employees, you will need to pay for additional software licences and 



have these manually uploaded on your office hardware. This can be a costly venture, especially if your business is growing quite 
rapidly. 

Automation 

A key difference between cloud computing and traditional IT infrastructure is how they are managed. Cloud hosting is managed by the 
storage provider who takes care of all the necessary hardware, ensures security measures are in place, and keeps it running smoothly. 
Traditional data centres require heavy administration in-house, which can be costly and time consuming for your business. Fully trained 
IT personnel may be needed to ensure regular monitoring and maintenance of your servers – such as upgrades, configuration 
problems, threat protection and installations. 

Running Costs 

Cloud computing is more cost effective than traditional IT infrastructure due to methods of payment for the data storage services. With 
cloud based services, you only pay for what is used – similarly to how you pay for utilities such as electricity. Furthermore, the 
decreased likelihood of downtime means improved workplace performance and increased profits in the long run. 

With traditional IT infrastructure, you will need to purchase equipment and additional server space upfront to adapt to business growth. 
If this slows, you will end up paying for resources you don’t use. Furthermore, the value of physical servers decreases year on year, so 
the return on investment of investing money in traditional IT infrastructure is quite low. 

Security 

Cloud computing is an external form of data storage and software delivery, which can make it seem less secure than local data hosting. 
Anyone with access to the server can view and use the stored data and applications in the cloud, wherever internet connection is 
available. Choosing a cloud service provider that is completely transparent in its hosting of cloud platforms and ensures optimum 
security measures are in place is crucial when transitioning to the cloud.  

With traditional IT infrastructure, you are responsible for the protection of your data, and it is easier to ensure that only approved 
personnel can access stored applications and data. Physically connected to your local network, data centres can be managed by in-
house IT departments on a round-the-clock basis, but a significant amount of time and money is needed to ensure the right security 
strategies are implemented and data recovery systems are in place. 

5b. Discuss the purpose of virtual storage management 
 
The term “storage virtualization” was widely used before the renaissance of system virtualization. Yet the term has a different meaning 
in a system virtualization environment. Previously, storage virtualization was largely used to describe the aggregation and  repartitioning 
of disks at very coarse time scales for use by physical machines. In system virtualization, virtual storage includes the storage managed 
by VMMs and guest OSes. Generally, the data stored in this environment can be classified into two categories: VM images and 
application data. The VM images are special to the virtual environment, while application data includes all other data which is the same 
as the data in traditional OS environments. The most important aspects of system virtualization are encapsulation and isolation. 
Traditional operating systems and applications running on them can be encapsulated in VMs. Only one operating system runs in a 
virtualization while many applications run in the operating system. System virtualization allows multiple VMs to run on a physical 
machine and the VMs are completely isolated. To achieve encapsulation and isolation, both the system software and the hardware 
platform, such as CPUs and chipsets, are rapidly updated. However, storage is lagging. The storage systems become the main 
bottleneck of VM deployment. In virtualization environments, a virtualization layer is inserted between the hardware and traditional 
operating systems or a traditional operating system is modified to support virtualization. This procedure complicates storage operations. 
On the one hand, storage management of the guest OS performs as though it is operating in a real hard disk while the guest OSes 
cannot access the hard disk directly. On the other hand, many guest OSes contest the hard disk when many VMs are running on a 
single physical machine. Therefore, storage management of the underlying VMM is much more complex than that of guest OSes 
(traditional OSes). In addition, the storage primitives used by VMs are not nimble. Hence, operations such as remapping volumes 
across hosts and checkpointing disks are frequently clumsy and esoteric, and sometimes simply unavailable. In data centers, there are 
often thousands of VMs, which cause the VM images to become flooded. Many researchers tried to solve these problems in virtual 
storage management. The main purposes of their research are to make management easy while enhancing performance and reducing 
the amount of storage occupied by the VM images. Parallax is a distributed storage system customized for virtualization environments. 
Content Addressable Storage (CAS) is a solution to reduce the total size of VM images, and therefore supports a large set of VM-based 
systems in data centers. Since traditional storage management techniques do not consider the features of storage in virtualization 
environments, Parallax designs a novel architecture in which storage features that have traditionally been implemented directly on high-
end storage arrays and switchers are relocated into a federation of storage VMs. These storage VMs share the same physical hosts as 
the VMs that they serve. Figure below provides an overview of the Parallax system architecture. It supports all popular system 
virtualization techniques, such as paravirtualization and full virtualization. For each physical machine, Parallax customizes a special 
storage appliance VM. The storage appliance VM acts as a block virtualization layer between individual VMs and the physical storage 
device. It provides a virtual disk for each VM on the same physical machine. VM also allows functionality that is currently implemented 
within data-center hardware to be pushed out and implemented on individual hosts. This mechanism enables advanced storage 
features such as snapshot facilities to be implemented in software and delivered above commodity network storage targets. Parallax 
itself runs as a user-level application in the storage appliance VM. It provides virtual disk images (VDIs) to VMs. A VDI is a single-writer 
virtual disk which may be accessed in a location-transparent manner from any of the physical hosts in the Parallax cluster. The VDIs 



are the core abstraction provided by Parallax. Parallax uses Xen’s block tap driver to handle block requests and it is implemented as a 
tapdisk library. This library acts as a single block virtualization service for all client VMs on the same physical host. In the Parallax 
system, it is the storage appliance VM that connects the physical hardware device for blocks and network access. Physical device 
drivers are included in the storage appliance VM. This implementation enables a storage administrator to live-upgrade the block device 
drivers in an active cluster. 
 

 
 
6. Elaborate on trust management in virtualized data centers 
 
A VMM changes the computer architecture. It provides a layer of software between the operating systems and system hardware to 
create one or more VMs on a single physical platform. A VM entirely encapsulates the state of the guest operating system running 
inside it. Encapsulated machine state can be copied and shared over the network and removed like a normal file, which proposes a 
challenge to VM security. In general, a VMM can provide secure isolation and a VM accesses hardware resources through the control 
of the VMM, so the VMM is the base of the security of a virtual system. Normally, one VM is taken as a management VM to have some 
privileges such as creating, suspending, resuming, or deleting a VM. Once a hacker successfully enters the VMM or management VM, 
the whole system is in danger. A subtler problem arises in protocols that rely on the “freshness” of their random number source for 
generating session keys. Considering a VM, rolling back to a point after a random number has been chosen, but before it  has been 
used, resumes execution; the random number, which must be “fresh” for security purposes, is reused. With a stream cipher, two 
different plaintexts could be encrypted under the same key stream, which could, in turn, expose both plaintexts if the plaintexts have 
sufficient redundancy. Noncryptographic protocols that rely on freshness are also at risk. For example, the reuse of TCP init ial 
sequence numbers can raise TCP hijacking attacks. 
Intrusions are unauthorized access to a certain computer from local or network users and intrusion detection is used to recognize the 
unauthorized access. An intrusion detection system (IDS) is built on operating systems, and is based on the characteristics of intrusion 
actions. A typical IDS can be classified as a host-based IDS (HIDS) or a network-based IDS (NIDS), depending on the data source. A 
HIDS can be implemented on the monitored system. When the monitored system is attacked by hackers, the HIDS also faces the risk 
of being attacked. A NIDS is based on the flow of network traffic which can’t detect fake actions. Virtualization-based intrusion detection 
can isolate guest VMs on the same hardware platform. Even some VMs can be invaded successfully; they never influence other VMs, 
which is similar to the way in which a NIDS operates. Furthermore, a VMM monitors and audits access requests for hardware and 
system software. This can avoid fake actions and possess the merit of a HIDS. There are two different methods for implementing a VM-
based IDS: Either the IDS is an independent process in each VM or a high-privileged VM on the VMM; or the IDS is integrated into the 
VMM and has the same privilege to access the hardware as well as the VMM. Garfinkel and Rosenblum have proposed an IDS to run 
on a VMM as a high-privileged VM. The VM-based IDS contains a policy engine and a policy module. The policy framework can 
monitor events in different guest VMs by operating system interface library and PTrace indicates trace to secure policy of monitored 
host. It’s difficult to predict and prevent all intrusions without delay. Therefore, an analysis of the intrusion action is extremely important 
after an intrusion occurs. At the time of this writing, most computer systems use logs to analyze attack actions, but it is hard to ensure 
the credibility and integrity of a log. The IDS log service is based on the operating system kernel. Thus, when an operating system is 
invaded by attackers, the log service should be unaffected. Besides IDS, honeypots and honeynets are also prevalent in intrusion 
detection. They attract and provide a fake system view to attackers in order to protect the real system. In addition, the attack action can 
be analyzed, and a secure IDS can be built. A honeypot is a purposely defective system that simulates an op erating system to cheat 
and monitor the actions of an attacker. A honeypot can be divided into physical and virtual forms. A guest operating system and the 
applications running on it constitute a VM. The host operating system and VMM must be guaranteed to prevent attacks from the VM in 
a virtual honeypot. 



 
 
EMC Establishment of Trusted Zones for Protection of Virtual Clusters Provided to Multiple Tenants 

EMC and VMware have joined forces in building security middleware for trust management in distributed systems and private clouds. 
The concept of trusted zones was established as part of the virtual infrastructure. Figure below  illustrates the concept of creating 
trusted zones for virtual clusters (multiple applications and OSes for each tenant) provisioned in separate virtual environments. The 
physical infrastructure is shown at the bottom, and marked as a cloud provider. The virtual clusters or infrastructures are shown in the 
upper boxes for two tenants. The public cloud is associated with the global user communities at the top. The arrowed boxes on the left 
and the brief description between the arrows and the zoning boxes are security functions and actions taken at the four levels from the 
users to the providers. The small circles between the four boxes refer to interactions between users and providers and among the users 
themselves. The arrowed boxes on the right are those functions and actions applied between the tenant environments, the provider, 
and the global communities. Almost all available countermeasures, such as anti-virus, worm containment, intrusion detection, 
encryption and decryption mechanisms, are applied here to insulate the trusted zones and isolate the VMs for private tenants. The main 
innovation here is to establish the trust zones among the virtual clusters. The end result is to enable an end-to-end view of security 
events and compliance across the virtual clusters dedicated to different tenants. 
 

 
 
 
 
7. Describe memory migration and network migration 
 
Memory Migration 



This is one of the most important aspects of VM migration. Moving the memory instance of a VM from one physical host to another can 
be approached in any number of ways. But traditionally, the concepts behind the techniques tend to share common implementation 
paradigms. The techniques employed for this purpose depend upon the characteristics of application/workloads supported by the guest 
OS. Memory migration can be in a range of hundreds of megabytes to a few gigabytes in a typical system today, and it needs to be 
done in an efficient manner. The Internet Suspend-Resume (ISR) technique exploits temporal locality as memory states are likely to 
have considerable overlap in the suspended and the resumed instances of a VM. Temporal locality refers to the fact that the memory 
states differ only by the amount of work done since a VM was last suspended before being initiated for migration. To exploit temporal 
locality, each file in the file system is represented as a tree of small subfiles. A copy of this tree exists in both the suspended and 
resumed VM instances. The advantage of using a tree-based representation of files is that the caching ensures the transmission of only 
those files which have been changed. The ISR technique deals with situations where the migration of live machines is not a necessity. 
Predictably, the downtime (the period during which the service is unavailable due to there being no currently executing instance of a 
VM) is high, compared to some of the other techniques discussed later.  
Network Migration 
A migrating VM should maintain all open network connections without relying on forwarding mechanisms on the original host or on 
support from mobility or redirection mechanisms. To enable remote systems to locate and communicate with a VM, each VM must be 
assigned a virtual IP  address known to other entities. This address can be distinct from the IP address of the host machine where the 
VM is currently located. Each VM can also have its own distinct virtual MAC address. The VMM maintains a mapping of the virtual IP 
and MAC addresses to their corresponding VMs. In general, a migrating VM includes all the protocol states and carries its IP address 
with it. If the source and destination machines of a VM migration are typically connected to a single switched LAN, an unsolicited ARP 
reply from the migrating host is provided advertising that the IP has moved to a new location. This solves the open network connection 
problem by reconfiguring all the peers to send future packets to a new location. Although a few packets that have already been 
transmitted might be lost, there are no other problems with this mechanism. Alternatively, on a switched network, the migrating OS can 
keep its original Ethernet MAC address and rely on the network switch to detect its move to a new port. Live migration means moving a 
VM from one physical node to another while keeping its OS environment and applications unbroken. This capability is being 
increasingly utilized in today’s enterprise environments to provide efficient online system maintenance, reconfiguration, load balancing, 
and proactive fault tolerance. It provides desirable features to satisfy requirements for computing resources in modern computing 
systems, including server consolidation, performance isolation, and ease of management. As a result, many implementations are 
available which support the feature using disparate functionalities. Traditional migration suspends VMs before the transportation and 
then resumes them at the end of the process. By importing the precopy mechanism, a VM could be live migrated without stopping the 
VM and keep the applications running during the migration. Live migration is a key feature of system virtualization technologies. Here, 
we focus on VM migration within a cluster environment where a network-accessible storage system, such as storage area network 
(SAN) or network attached storage (NAS), is employed. Only memory and CPU status needs to be transferred from the source node to 
the target node. Live migration techniques mainly use the precopy approach, which first transfers all memory pages, and then only 
copies modified pages during the last round iteratively. The VM service downtime is expected to be minimal by using iterative copy 
operations. When applications’ writable working set becomes small, the VM is suspended and only the CPU state and dirty pages in the 
last round are sent out to the destination. In the precopy phase, although a VM service is still available, much performance degradation 
will occur because the migration daemon continually consumes network bandwidth to transfer dirty pages in each round. An adaptive 
rate limiting approach is employed to mitigate this issue, but total migration time is prolonged by nearly 10 times. Moreover, the 
maximum number of iterations must be set because not all applications’ dirty pages are ensured to converge to a small writable working 
set over multiple rounds. In fact, these issues with the precopy approach are caused by the large amount of transferred data during the 
whole migration process. A checkpointing/recovery and trace/replay approach (CR/ TR-Motion) is proposed to provide fast VM 
migration. This approach transfers the execution trace file in iterations rather than  dirty pages, which is logged by a trace daemon. 
Apparently, the total size of all log files is much less than that of dirty pages. So, total migration time and downtime of migration are 
drastically reduced. However, CR/TR-Motion is valid only when the log replay rate is larger than the log growth rate. The inequality 
between source and target nodes limits the application scope of live migration in clusters. Another strategy of postcopy is introduced for 
live migration of VMs. Here, all memory pages are 
transferred only once during the whole migration process and the baseline total migration time is reduced. But the downtime is much 
higher than that of precopy due to the latency of fetching pages from the source node before the VM can be resumed on the target. 
With the advent of multicore or many-core machines, abundant CPU resources are available. Even if several VMs reside on a same 
multicore machine, CPU resources are still rich because physical CPUs are frequently amenable to multiplexing. We can exploit  these 
copious CPU resources to compress page frames and the amount of transferred data can be significantly reduced. Memory 
compression algorithms typically have little memory overhead. Decompression is simple and very fast and requires no memory for 
decompression. 
 
8. Discuss with a neat diagram on XEN Architecture 
 
Xen is an open source hypervisor program developed by Cambridge University. Xen is a microkernel hypervisor, which separates the 
policy from the mechanism. The Xen hypervisor implements all the mechanisms, leaving the policy to be handled by Domain 0. Xen 
does not include any device drivers natively. It just provides a mechanism by which a guest OS can have direct access to the physical 
devices. As a result, the size of the Xen hypervisor is kept rather small. Xen provides a virtual environment located between the 
hardware and the OS. A number of vendors are in the process of developing commercial Xen hypervisors, among them are Citrix 
XenServer  and Oracle VM. The core components of a Xen system are the hypervisor, kernel, and applications. The organization of the 
three components is important. Like other virtualization systems, many guest OSes can run on top of the hypervisor. However, not all 
guest OSes are created equal, and one in particular controls the others. The guest OS, which has control ability, is called Domain 0, 
and the others are called Domain U. Domain 0 is a privileged guest OS of Xen. It is first loaded when Xen boots without any f ile system 
drivers being available. Domain 0 is designed to access hardware directly and manage devices. Therefore, one of the responsibilities of 
Domain 0 is to allocate and map hardware resources for the guest domains (the Domain U domains). For example, Xen is based on 
Linux and its security level is C2. Its management VM is named Domain 0, which has the privilege to manage other VMs implemented 
on the same host. If Domain 0 is compromised, the hacker can control the entire system. So, in the VM system, security policies are 
needed to improve the security of Domain 0. Domain 0, behaving as a VMM, allows users to create, copy, save, read, modify, share, 



migrate, and roll back VMs as easily as manipulating a file, which flexibly provides tremendous benefits for users. Unfortunately, it also 
brings a series of security problems during the software life cycle and data lifetime. Traditionally, a machine’s lifetime can be envisioned 
as a straight line where the current state of the machine is a point that progresses monotonically as the software executes. During this 
time, configuration changes are made, software is installed, and patches are applied. In such an environment, the VM state is akin to a 
tree: At any point, execution can go into N different branches where multiple instances of a VM can exist at any point in this tree at any 
given time. VMs are allowed to roll back to previous states in their execution (e.g., to fix configuration errors) or rerun from the same 
point many times (e.g., as a means of distributing dynamic content or circulating a “live” system image). 
 

 
 
9. Explain public cloud, private cloud, IaaS, PaaS, SaaS 
 
IaaS: Infrastructure as a Service 

Cloud infrastructure services, known as Infrastructure as a Service (IaaS), are made of highly scalable and automated compute 
resources. IaaS is fully self-service for accessing and monitoring things like compute, networking, storage, and other services, and it 
allows businesses to purchase resources on-demand and as-needed instead of having to buy hardware outright. 
Some characteristics to look for when considering IaaS are: 

 Resources are available as a service 

 The cost varies depending on consumption 

 Services are highly scalable 

 Typically includes multiple users on a single piece of hardware 

 Provides complete control of the infrastructure to organizations 

 Dynamic and flexible 
 
PaaS: Platform as a Service 

Cloud platform services, or Platform as a Service (PaaS), provide cloud components to certain software while being used mainly for 
applications. PaaS provides a framework for developers that they can build upon and use to create customized applications. All 
servers, storage, and networking can be managed by the enterprise or a third-party provider while the developers can maintain 
management of the applications. 

PaaS has many characteristics that define it as a cloud service, including: 

 It is built on virtualization technology, meaning resources can easily be scaled up or down as your business changes 

 Provides a variety of services to assist with the development, testing, and deployment of apps 

 Numerous users can access the same development application 

 Web services and databases are integrated 
 
 
SaaS: Software as a Service 

Software as a Service, also known as cloud application services, represent the most commonly utilized option for businesses in the 
cloud market. SaaS utilizes the internet to deliver applications to its users, which are managed by a third-party vendor. A majority of 
SaaS applications are run directly through the web browser, and do not require any downloads or installations on the client side. 



There are a few ways to help you determine when SaaS is being utilized: 

 Managed from a central location 

 Hosted on a remote server 

 Accessible over the internet 

 Users not responsible for hardware or software updates 

 
 
A public cloud is built over the Internet and can be accessed by any user who has paid for the service. Public clouds are owned by 
service providers and are accessible through a subscription. The callout box in top of Figure shows the architecture of a typical public 
cloud. Many public clouds are available, including Google App Engine (GAE), Amazon Web Services (AWS), Microsoft Azure, IBM Blue 
Cloud, and Salesforce.com’s Force.com. The providers of the aforementioned clouds are commercial providers that offer a publicly 
accessible remote interface for creating and managing VM instances within their proprietary infrastructure. A public cloud delivers a 
selected set of business processes. The application and infrastructure services are offered on a flexible price-per-use basis. 
 
Advantages of public clouds: 

 Lower costs—no need to purchase hardware or software and you pay only for the service you use. 

 No maintenance—your service provider provides the maintenance. 

 Near-unlimited scalability—on-demand resources are available to meet your business needs. 

 High reliability—a vast network of servers ensures against failure. 
 
A private cloud is built within the domain of an intranet owned by a single organization. Therefore, it is client owned and managed, and 
its access is limited to the owning clients and their partners. Its deployment was not meant to sell capacity over the Internet through 
publicly accessible interfaces. Private clouds give local users a flexible and agile private infrastructure to run service workloads within 
their administrative domains. A private cloud is supposed to deliver more efficient and convenient cloud services. It may impact the 
cloud standardization, while retaining greater customization and organizational control. 

Advantages of private clouds: 

 More flexibility—your organisation can customise its cloud environment to meet specific business needs. 

 Improved security—resources are not shared with others, so higher levels of control and security are possible. 

 High scalability—private clouds still afford the scalability and efficiency of a public cloud. 
 
 

 
 



10. Write a note on IOT 
 
The traditional Internet connects machines to machines or web pages to web pages. The concept of the IoT was introduced in 1999 at 
MIT. The IoT refers to the networked interconnection of everyday objects, tools, devices, or computers. One can view the IoT as a 
wireless network of sensors that interconnect all things in our daily life. These things can be large or small and they vary with respect to 
time and place. The idea is to tag every object using RFID or a related sensor or electronic technology such as GPS. With the 
introduction of the IPv6 protocol, 2128 IP addresses are available to distinguish all the objects on Earth, including all computers and 
pervasive devices. The IoT researchers have estimated that every human being will be surrounded by 1,000 to 5,000 objects. The IoT 
needs to be designed to track 100 trillion static or moving objects simultaneously. The IoT demands universal addressability of all of the 
objects or things. To reduce the complexity of identification, search, and storage, one can set the threshold to filter out fine-grain 
objects. The IoT obviously extends the Internet and is more heavily developed in Asia and European countries. In the IoT era, all 
objects and devices are instrumented, interconnected, and interacted with each other intelligently. This communication can be made 
between people and things or among the things themselves. Three communication patterns co-exist: namely H2H (human-to-human), 
H2T (human-tothing), and T2T (thing-to-thing). Here things include machines such as PCs and mobile phones. The idea here is to 
connect things (including human and machine objects) at any time and any place intelligently with low cost. Any place connections 
include at the PC, indoor (away from PC), outdoors, and on the move. Any time connections include daytime, night, outdoors and 
indoors, and on the move as well. The dynamic connections will grow exponentially into a new dynamic network of networks, called the 
Internet of Things (IoT). The IoT is still in its infancy stage of development. Many prototype IoTs with restricted areas of coverage are 
under experimentation at the time of this writing. Cloud computing researchers expect to use the cloud and future Internet technologies 
to support fast, efficient, and intelligent interactions among humans, machines, and any objects on Earth. A smart Earth should have 
intelligent cities, clean water, efficient power, convenient transportation, good food supplies, responsible banks, fast 
telecommunications, green IT, better schools, good health care, abundant resources, and so on. This dream living environment may 
take some time to reach fruition at different parts of the world. 

 

 


