50, will be treated as malpracti/é =

g, 2
o
j=H
g
el
o 1
g
+
‘EE
B o
[¥]
Lo
2 g
S g
=R
° =
1771
uU)
f]
£ 8 4
w B
g 2
5 o
b
g8
5 B
g8 5
"U""‘
&
E
22
g
:Z?u
58
<z g
=
o 8,
£ 5 6
5
(8
28
5'c
=1
Sﬂ)
2
o%
= an
£ ¢
R
. g
g2
g @
(8]
g &
O <
— i ;
v
3
o
rd
E
2
g
B 8

16/17TMCA442

rth Semester MCA Degree Exammatlon, Dec.2019/Jan.2020
Data Warehousing and Data Mining

Max. Marks: 80

(08 Marks)

(08 Marks)
(08 Marks)

e Module—2 .
What is data preprocessmg‘? Explain any, two:data pre-processing steps in detail. (12 Marks)
Calculate SMC and Jaccard in the following binary vectors :

x(lOOOOOOOOO)andy (0000001001) (04 Marks)
.- OR

Explam the different types of datasets in data mining; (10 Marks)

(06 Marks)

What is data mining? DISCUSS the KDD process

Illustrate the process . of reducmg the nym
with a suitable example.
Define: 1) :_Support ii) Conﬁde

of candidate itemsets using Apriori principle
‘ (10 Marks)
(06 Marks)

for the following transaction data set.

Tid T 2 3 z 5
Item {b,c,d} | {a,c,d e} | {a,d,e} | {ab,c}
Tid | .- 7 1. 8 9 10
Item | {a, b, d} {a} 1 {a,bye} | {a,b,d} | {b,c, €}
* Show the trees scparately after reading each transaction. (10 Marks)
Explain max1mal frequency and closed frequency itemsets. (06 Marks)
Module-—4
Explain Hunt’s algorlthm for a decision tree induction and illustrate it using a training set.
(08 Marks)

Write an algorlthm for K—NN classifiers. Discuss the characteristics of K-NN. (08 Marks)

Explain the Varlous measures for selecting the best split with an example, for each attribute
type. (08 Marks)

Explain, Bayeman classification in detail. (08 Marks)
: 1of2
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Module-5 :
What is cluster analysis? Explain the basic K- means clustermg technique with an example.
E (10 Marks)
Write a note on three types of cluster evaluation (06 Marks)
OR -

List and explain the various approaches to anomaly detection. e (08 Marks)

Ilustrate with an example how aggl meratlve clusterings method can be implemented.
(08 Marks)
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