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1.What is Map Reduce? Sketch a neat diagram and explain the logical data flow in Map
Reduce?

Map Reduce:

MapReduce is a programming model and an associated implementation for processing and
generating big data sets with a parallel, distributed algorithm on a cluster. A MapReduce
program is composed of a map procedure, which performs filtering and sorting, and a
reduce method, which performs a summary operation.

« One map task is created for each split which then executes map function for each record
in the split.

« It is always beneficial to have multiple splits, because time taken to process a split is
small as compared to the time taken for processing of the whole input. When the splits
are smaller, the processing is better load balanced since we are processing the splits in
parallel.

e However, it is also not desirable to have splits too small in size. When splits are too
small, the overload of managing the splits and map task creation begins to dominate the
total job execution time.

o For most jobs, it is better to make split size equal to the size of an HDFS block (which is
64 MB, by default).

o Execution of map tasks results into writing output to a local disk on the respective node
and not to HDFS.

« Reason for choosing local disk over HDFS is, to avoid replication which takes place in
case of HDFS store operation.

o Map output is intermediate output which is processed by reduce tasks to produce the final
output.

e Once the job is complete, the map output can be thrown away. So, storing it in HDFS
with replication becomes overkill.

In the event of node failure before the map output is consumed by the reduce task, Hadoop
reruns the map task on another node and re-creates the map output.



e Reduce task don't work on the concept of data locality. Output of every map task is fed
to the reduce task. Map output is transferred to the machine where reduce task is
running.

« Onthis machine the output is merged and then passed to the user defined reduce function.
« Unlike to the map output, reduce output is stored in HDFS (the first replica is stored on
the local node and other replicas are stored on off-rack nodes). So, writing the reduce
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2. Discuss the data format of Weather Dataset and write a Unix code to retrieve the
maximum temperature.

Data Format

B NCDC data (National Climatic Data Center)
B The data is stored using a line-oriented ASCII format, in which each line is a record
Focus is on basic elements such as temperature

Data files are organized by date and weather station



Example 2-1. Format of a National Climare Data Center record

o057

332130 # USAF weather statiom identifier
Q9050 # WBAM weather statiom identifier
19500101 # observation date

Q300 # observation time

a4

+51317 # latitude (degrees x 1000)
+228783 # longitude (degrees x 1000)

FM-1%

+0171 # elevationm (meters)

999939

Vozo

3z0 # wind directicn (degrees)

1 # guality code

|

ooF2

1

00450 # sky ceiling height (meters)

1 # gquality code

C

|

Q10000 # wisibility distance (meters)

1 # guality code

|

9

-0128 # air temperature (degrees Celsius x 10)
1 # guality code

-39 # dew point temperature (degrees Celsius x 10)
1 # guality code

10268 # atmospheric pressure {(hectopascals = 10)
1 # guality code



Example 2-2. A program for finding the maximun recorded temperature by year from NCDC weather
reconds

81 usr /bin/eny bash
for year n all/*
do
acho -ne “hasenane $year g2\t
qunzip -¢ dyear | \
auk '{ temp = substr($0, EE, 5) + 0,
q = substr($0, %, 1
if (tenp 1=399 Nﬂq J[01459]/ Bk temp » max) max = temp }
ED { print nax }
done

3. How does a Map reduce model works with a single reduce task? Explain with a neat
diagram.

A Map Task is a single instance of a MapReduce app. These tasks determine which records to
process from a data block. The input data is split and analyzed, in parallel, on the assigned compute
resources in a Hadoop cluster. This step of a MapReduce job prepares the <key, value> pair output
for the reduce step.

A Reduce Task processes an output of a map task. Similar to the map stage, all reduce tasks occur
at the same time, and they work independently. The data is aggregated and combined to deliver
the desired output. The final result is a reduced set of <key, value> pairs which MapReduce, by
default, stores in HDFS.



input
HDFS

: output
HDFS

The Map and Reduce stages have two parts each.

The Map part first deals with the splitting of the input data that gets assigned to individual map
tasks. Then, the mapping function creates the output in the form of intermediate key-value pairs.

The Reduce stage has a shuffle and a reduce step. Shuffling takes the map output and creates a
list of related key-value-list pairs. Then, reducing aggregates the results of the shuffling to
produce the final output that the MapReduce application requested.

4. How does a Map reduce model works with a multi- reduce tasks? Explain with a neat
diagram

o MapReduce program executes in three stages, namely map stage, shuffle stage, and reduce
stage.

o Map stage — The map or mapper’s job is to process the input data. Generally the
input data is in the form of file or directory and is stored in the Hadoop file system
(HDFS). The input file is passed to the mapper function line by line. The mapper
processes the data and creates several small chunks of data.

o Reduce stage— This stage is the combination of the Shuffle stage and
the Reduce stage. The Reducer’s job is to process the data that comes from the
mapper. After processing, it produces a new set of output, which will be stored in
the HDFS.

e During a MapReduce job, Hadoop sends the Map and Reduce tasks to the appropriate
servers in the cluster.

e The framework manages all the details of data-passing such as issuing tasks, verifying task
completion, and copying data around the cluster between the nodes.

e Most of the computing takes place on nodes with data on local disks that reduces the
network traffic.

After completion of the given tasks, the cluster collects and reduces the data to form an
appropriate result, and sends it back to the Hadoop server.
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5. Explain in detail the steps involved in running the map reduce program in a cluster.

e Packaging

e Launching a job

e The map reduce web Ul
e Retrieving the results

e Debugging a job

Packaging

W The program need not be modified to run on a cluster.
B The programs have to be packages as JAR files.
W It is done through Ant tool

Zgzi{ile="hadnﬂp—examples.jar" basedir="${classes.dir}" />
Launching a job
T'o launch the job, we need to run the driver, specifying the cluster that we want to run
the job on with the -conf option (we could equally have used the -fs and -t options):

i hadoap Jar hadoop-exanples, Jar v3 MaxTenperatureDriver -conf conf/hadop-luster.l |
1nput ncdc/aL] nax-tem



The map reduce web Ul
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Debugging a Job:

ﬁuhlic void map(Longkritable key, Text value, Context context)
throws I0Exception, InterruptedException {

parser. parse(value);
it (parser.isValidTemperature()) {
int airTemperature = parser.getAirTemperature();
1f (airTemperature » 1000) {
System.err.println("Tenperature over 100 degrees for input: " + value);
context. setStatus("Detected possibly corrupt record: see logs.");
context. getCounter (Temperature, OVER_100).Increment(1);

}

context.write(new Text(parser.get¥ear()), new IntWritable(airTemperature));

}



6. Write a short note on: MapReduceUl and Hadoop Logs

MapReduceUl:

S rwpe beeed - Tha S 3085 1 B0 LTS 20065 by radabey
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Hadoop Logs:
e et it i
Logs Primary audience  Description Further information
Systern daemon bogs Administrators Each Hadoop daemon produces alogfile {us-  “System log-
ing log4jl and another file that combines files™ on page 207 and
standard out and emmor. Written in thedirec-  “Logging™ on page 349,
tory defined by the HADOOP_LOG_DIR en-
vironment variable.
HOFS audit logs Administrators A log of all HOFS requests, turned off by de-  “Audit Log-
fault. Written to the namenode’s log, al- ging” on page 344,
though this is configurable.
Logs Primary audience  Description Further information
MapReduce jobhistory logs Users A log of the events (such as task completion)  “Job His-
that ocour in the course of runming a job. tory” on page 166
Sawed centrally on the jobtracker, and in the
job'soutput directoryin a__logsAistory sub-
directory.
MapReduce task kogs Users Each tasktracker child process produces a This section.

logfile using log4) (called sysiog), a file for
data sent to standard out (sfdowt), and a file
for standard error (sfderr). Written in the
userogssubdirectory ofthedirectory defined
by the HADDOP _LOG_DIR environment
variable.




7. Write a Java Map Reduce code to find maximum temperature from the weather data set

Example 2-3. Mapper for maximum temperature example

import jawva.io.IDExceptiom;

import org.apache.hadoop.ioc.IntWritable;
import org.apache.hadoop.io.Llonghritable;
import org.apache.hadoop.io.Text;

import org.apache.hadoop.mapreduce.Mapper;

public class MaxTemperatureMapper
extends Mapper<LongWritable, Text, Text, ImtWritable» {

private static fimal int MISSING = 9999;

@0verride
public woid map(LongWritable key, Text wvalue, Context comtext)
throws I0Exception, InterruptedException {

String line = value.toString();

Strinmg year = line.substrimg(1s, 189);
int airTemperature;

if (line.charAt(87) == '+') { // parselnt doesn't like leading plus signs
airTemperature = Integer.parselnt(line.substring{88, 92));

¥ else {
airTemperature = Integer.parselnt(line.substring(&7, 92));

}

String quality = line.substring(92, 93);
if (airTemperature != MISSING && quality.matches("[01459]1")) {
comtext.write{new Text{year), new ImtWritable(airTemperature));
}
}
}



Example 2-4. Reducer for maximum temperature example

import java.io.IOException;

import org.apache.hadoop.ic.IntWritable;
import org.apache.hadoop.ic.Text;
import org.apache.hadoop.mapreduce.Reducer;

public class MaxTemperatureReducer
extends Reducer<Text, IntWritable, Text, IntWritable: {

@0verride

public void reduce(Text key, Iterable<IntWritable> values,
Comtext comtext)
throws I0Exception, InterruptedException {

int maxValue = Integer.MIN VALUE;
for (IntWritable value : values) {

maxValue = Math.max{maxValue, value.get());
}

context.write(key, new IntWritable{maxValue));

Example 2-5. Application to find the maxinmum temperature in the weather dataset

import org.apache.hadoop.fs.Path;

import org.apache.hadoop.ic.IntWritable;

import org.apache.hadoop.io.Text;

import org.apache.hadoop.mapreduce.lob;

import org.apache.hadoop.mapreduce.lib.input.FileInputFormat;
import org.apache.hadoop.mapreduce.lib.output.FileOutputFormat;

public class MaxTemperature {

public static woid main(String[] args) throws Exception {
if {args.length 1= 2) {
System.err.println{"Usage: MaxTemperature <input path: <output path:™);
System.exit(-1};

¥

Job job = new Job{);
job.setlarByClass{MaxTemperature.class);
job.setJobMame( "Max temperature™);

FileInputFormat.addInputPath{job, new Path{args[o]));
FileOutputFormat.setOutputPath(job, new Path(args[1]1)});

job.setMapperClass (MaxTemperatureMapper.class);
job.setReducerClass (MaxTemperatureReducer.class);

job.setOutputKeyClass(Text.class);
job.setOutputValueClass{IntWritable.class);

System.exit(job.waitForCompletion(true) 7 0 : 1);



8. What are Hadoop pipes? Demonstrate the concept of Hadoop pipes with a program.

Hadoop Pipes is the name of the C++ interface to Hadoop MapReduce. Unlike Streaming, which
uses standard input and output to communicate with the map and reduce code, Pipes uses sockets
as the channel over which the task tracker communicates with the process running the C++ map
or reduce function. JNI is not used.

#include <algorithm>

#include <limits>

#include <stdint.h>

#include <string>

#include "hadoop/Pipes.hh"

#include "hadoop/TemplateFactory.hh™

#include "hadoop/StringUtils.hh"

class MaxTemperatureMapper : public HadoopPipes::Mapper {
public:

MaxTemperatureMapper(HadoopPipes:: TaskContext& context) {
}

void map(HadoopPipes::MapContext& context) {

std::string line = context.getInputValue();

std::string year = line.substr(15, 4);

std::string airTemperature = line.substr(87, 5);

std::string g = line.substr(92, 1);

if (airTemperature 1= "+9999" &&
(q=="0"[lg=="1"||q=="4" | q=="5"| g =="9") {
context.emit(year, airTemperature);

}

}

j3

class MapTemperatureReducer : public HadoopPipes::Reducer {

public:



MapTemperatureReducer(HadoopPipes::TaskContext& context) {

}

void reduce(HadoopPipes::ReduceContext& context) {

int maxValue = INT_MIN;

while (context.nextValue()) {

maxValue = std::max(maxValue, HadoopUtils::tolnt(context.getInputValue()));
}

context.emit(context.getinputKey(), HadoopUtils::toString(maxValue));

}

b

int main(int argc, char *argv([]) {

return HadoopPipes::runTask(HadoopPipes:: TemplateFactory<MaxTemperatureMapper,
MapTemperatureReducer>());

}

9. Explain the concept of Hadoop streaming and write a python code to find the maximum
temperature from the weather dataset.



Example 2-10. Map function for maximum temperature in Python

#1/usr/binf/env python

import re
import sys

for line in sys.stdim:
val = line.strip()
(year, temp, g) = (wval[15:19], val[87:92], wal[92:93])
if (temp != "+9999" and re.match("[01459]%, q)):
print "¥s\t¥s" ¥ (year, temp)
Example 2-11. Reduce function for maximum temperature in Python
#1 fusT/binfenv python
import sys
(last key, max val) = (None, 0)
for line in sys.stdin:
(key, wal) = lime.strip().split({™\t")
if last_key and last_key I= key:
print "Es\it¥s" % (last_key, max_wval)
(last key, max val) = (key, imt{val))
elze:
(last key, max val) = (key, max{max wal, int(wval)))
if last key:
print "¥s\t¥s" ¥ (last key, max wal)
10. Explain in detail the configuration file, its APIs and access Properties.
B Configuration are specified by resources.
B Aresource contains a set of name/ value pairs as xml data.
B Each resource is named by either a string or a path.
B If named as string, then the class path is examined for a file with that name.
B If named by a path, then the local file system is examined.

B Core-default.xml — Read-only defaults for hadoop.

B Core-site.xml —site specific configuration for a given hadoop installation.



Example 5-1. A simple configuration file, configuration-1_xrmal

<?wxml wversion="1.0"72»
<configurations
{property>
<mamercolor</name:>
<walueryellows fwvalue>
<descriptionrColor<,/description>
</property>

<{property>
<nmamersize< mame>
<value>10< 'values>
<description:Size<fdescription:
< property:>

{property:>
<mamerweight< /names:
<waluexheavy< value>
<finalztrue</final>
<descriptionsWeight< /descriptionz

< property>

{property:
<namersize-weight</name:>
<waluwe>${size]},f{weight}</value>
<description»5ize and weight</descriptiom>

< property>

< fconfiguration:

Configuration conf = new Configuration();
cont.addResource( "configuration-1.xml");
assertThat(conf.get("color"), is("yellow"));
assertThat(conf.getInt("size”, 0), is(10));
assertThat(conf.get("breadth”, "wide"), is( wide"));




