Important Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the remaining blank pages.

50, will be treated as malpractice.

2. Any revealing of identification, appeal to evaluator and /or equations written eg, 42+8
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gt ah-1<j’1fl;rh ‘Semester B.E. Degree Exammatlon, Feb./Mar. 2022

Information Theory and Coding

o T;i?ﬁé': 3 his/ 7 by’ Max. Marks:100
Note: Answer any FIVE full questions, selecting

‘from each part.

(05 Marks)

Define : 1) Self information ii) Entrop
phabet consisting of five

A source emits an independent s gn‘c\é of a symbols form Jan.

symbols Sy, S, S3, S4 and Ss w1th probablhtles / / / / 16 and / 16 respectively. Find

the binary code using Shannon’ s Bmary algorithm also find coding efficiency. (10 Marks)
Explain with basic block dragram of an 1nformat1on system. (05 Marks)

A binary source produces symbols 0 and 1 with probabxhty P and 1-P determine the entropy
of this source and skefch the variation of the entropy with P. (10 Marks)
For the given firstorder Markov source in Fig:Q2(b) shown.

1) Find state probabilities ii) Entropy.of each state

iii) Entropy of the source iv) Find Gi, G».

, ) Fig, Q3(a) (10 Marks)
A source produces two symbols ‘A™and ‘B’ with probabilities 0.05 and 0.95 respectively
construct a suxt;able binary code such that the efficiency of coding is at least 65%. (10 Marks)

Define mutual”‘mformatlon and explam its properties. (05 Marks)

A black and white telev1swn picture may be viewed as consisting of approximately 3 x 10’

elements each one of Whlch may occupy one of 10 distinct brightness levels with equal

probabilities. Assume :

i) the rate of transmission is 30 picture frames per second

i1) The signal-to- oise ratio is 3dB. Using the channel capacity theorem, calculate the
minimum bandwidth required to support the transmission of the resultant video signal.

(10 Marks)
A channe}v has of 10MHz bandwidth. If (S/N) ratio is 100, calculate the channel capacity and
the maxrmum information rate. (05 Marks)
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PART - B P,
Define hamming weight, hamming distance and minimumdistance of linear black code.
W (06 Marks)

Consider a (6, 3) linear code whose generator matrlx 1
1 00 1 0 1 )
G=[01 0110

001011

1) Find all code vector
i1) Find all the Hamming weight distance

(14 Marks)

A (15, 5) linear cychc code has generator polynom1a1
g)=1+x+x*+x*+x> +x8-‘i“-x1°
1) draw the black dlagram of an encoder and syndrome -alculator for this code

ii) find the code polynomlal for the message polynorrﬁal Dx)=1+ x> +x*in systematic

form :
i) is V(x)=1x! ¥ Xé +x% + x" a code polyﬂ@mlal'? (10 Marks)
Explain with bas1c‘"B‘1ack diagram of cncodmg using (n — k) bit shift register. (06 Marks)
Explain brleﬂy propemes of cyclic codes s (04 Marks)
Fal @
Explambrfﬁily
i) Golay code {

i1) Cyclic code

iii) Burst — error correcting codes

iv) Burst and random error. N (10 Marks)

Determine the parameters of a g-ary Rs code vector for a dmin Also find the total

number of code words in the code and also the nearest nelgopomg%m for any code word at a
? (10 Marks)

distance of dpjp .;»9»

@ m;v

For the convofutlonal encoder shomm,Flg Q8(a) the mfprmatlon sequence is d = 10011.
Find the output sequence using the following two approaches
i) Time Qamam approach u) T%nsfonn domam ap%&roach
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: ( (10 Marks)
Consider the: ppnvolunon encode shown in Fig.Q8(b) the code is systematic
i) Draw the state diagram ¢
ii) Draw the code tree . -,
iii) Find the encoder output produced by the message sequence 10111.

: \ )
PP Hp,] f*-—-—scu) ofp-
' Fig.Q8(b) (10 Marks)
k %k %k %k k
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