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Q. 1. Design a Turing Machine for L= {a"b"c"|n>=1}. Write the transition function
for the same and also indicate the moves made by TM for input string W=aabbcc
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Q.2. Explain the working principle of TM with diagram. Explain variants
of TM with a neat diagram.

ANs:
VARIANTS OF TURING MACHINE:

There are two new models of Turing machines:

1. MULTITAPE TURING MACHINE
2. NON-DETERMINISTIC TURING MACHINE

MULTITAPE TURING MACHINE

Multi-tape Turing Machines have multiple tapes where each tape is
accessed with a separate head. Each head can move independently of the
other heads. Initially the input is on tape 1 and others are blank. At first,
the first tape is occupied by the input and the other tapes are kept blank.
Next, the machine reads consecutive symbols under its heads and the TM
prints a symbol on each tape and moves its heads.

Finite Control




A Multi-tape Turing machine can be formally described as a 7-tuple (Q,Z,T,
B, 0, qo, F) where —

Q is a finite set of states

2 is a finite set of inputs

[" is the tape alphabet

B is the blank symbol

O is a relation on states and symbols where

0: Q x ' — Q x (I'x {Left, Right, Stationary})¥
where there is k number of tapes

qo is the initial state

F is the set of final states

In each move the machine M:

) Enters a new state

(i) A new symbol is written in the cell under the head on each tape

(iii) Each tape head moves either to the left or right or remains
stationary.

NON-DETERMINISTIC TURING MACHINE

In a Non-Deterministic Turing Machine, for every state and symbol, there are a group of
actions the TM can have. So, here the transitions are not deterministic. The computation
of a non-deterministic Turing Machine is a tree of configurations that can be reached from
the start configuration.

An input is accepted if there is at least one node of the tree which is an accept
configuration, otherwise it is not accepted. If all branches of the computational tree halt on



all inputs, the non-deterministic Turing Machine is called a Decider and if for some input, all
branches are rejected, the input is also rejected.

A non-deterministic Turing machine can be formally defined as a 7-tuple (Q, >.,I', 3, qo, B, F)
where —

e Qs afinite set of states
e [ is the tape alphabet

e Y isthe input alphabet

e 0 isatransition function;

3:QxI— 2(Qx I x {Left, Right})

e (o is the initial state
e B is the blank symbol
o Fis the set of final states
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Q.3. Write Short notes on:
(a) Halting problem of TM
(b)Classes of P and NP



Halting problem of TM

problem.

o That means we i
(machine, tape). I:ee a?nssl::f .'_Zofng'.pmcwm Which enable us to solve the halting problem for every pair

e That is the halting problem is unsolvable.

* Now we will prove why it is unsolvable.

o Let, there exists a T™M M, which decides whether or

description d; of T and tape t of T is given [That
pair].

not any computation by a TM T will ever halt when a
means the input to machine M, will be (machine, tape)

» Then for every input (t, dp) to M, if T halt for input t, M, also halts which is called accept halt.

S IS= ‘7l4ﬂ¥ if T does not halt for input t then the M; will halt which is called reject halt. This is shown in
ig. 7.4.
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* Now we will consider another Turing Machine M, which takes an input d..

o It first copies d;. and duplicates d; on its tape and then this duplicated tape information is given as input to
machine M,. But machine M, is a modified machine with the modification that whenever M, is supposed to
reach an accept halt, M, loops forever.
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_ This is a contradiction. That means a

Thus machine M2 halts for input sz if M2 does not halt for input sz exist. Hence halting

machine M1 which can tell whether any other TM will halt on particular input does not
problem is unsolvable.



Classes of P and NP

AR he problems that can b

first group consists of t

There are two groups in which a problem ¢ s classified. The
solved in pnlynnml}nl time. For ‘f"mn,,;,_.‘ :(:“::'h‘hl:( of an element from the list O(logn), sorting of elemenyy
Ologn).
The second group consists of problems that can be solved in non-deterministic polynomlal time. For example .
Knapsack problem O(2"/%) and Travelling Salesperson problem (©n'2"). =
* Any problem for which answer is ecither yes or no is called decision problem. The algorithm for decision
problem is called decision algorithm.
m or maximum) s called optimization

* Any problem that involves the identification of optimal cost (minimu
problem. The algorithm for optimization problem is called optimization algorithm.

« Definition of P - Problems that can be solved in polynomial time. (“P” stands for p()lyn()mlaﬂ). o poiynontia
time is nothing but the time expressed in terms of polnomial.
Examples - Searching of key element, Sorting of elements, All pair shortest path.

e Definition of NP - It stands for “non-deterministic ‘
polynomial time”. Note that NP does not stand for ' CGomputational covnphxllyvobl'""] i
“non-polynomial”, | |

|

* Examples - Travelling Salesperson problem, Graph coloring ;
problem, Knapsack problem, Hamiltonian circuit problems. ‘

« The NP class problems can be further categorized inlo}\ ,
NP-complete and NP hard problems. ; oo ’

Fig. 7.7.1 Complexity classes

e A problem D is called NP-complete if -

i) It belongs to class NP
ii) Every problem in NP can also be solved in polynomial time.
e If an NP-hard problem can be solved in polynomial time then all NP-complete problems can also be solved in

polynomial time.
o All NP~complete problems are NP-hard but all NP-hard problems cannot be NP-complete.
e The NP class problems are the decision problems that can be solved by non-deterministic polynomial

algorithms.
¢ Computational complexity - The computational problems is an infinite collection of instances with a solution

for every instance.
In computational complexity the solution to the problem can be "yes" or "no" type. Such type of problems are

called decision problem. The computational problems can be function problem. The function problem is a
computational problem where single output is expected for every input. The output of such type of problems s

more complex than the decision problem.
The computational problems also consists of a class of problems, whose output can be obtained in polyﬂomh‘l

time,
» Complexity classes - The complexity classes is a set of problems of related complexity. It includes function

problems, P classes, NP classes, optimization problem.
* Intractability - Problems that can be solved by taking a long time for their solutions is known as intractable

problems.

Q.4. Define Chomsky Normal Form (CNF). Convert the following CFG to CNF.
S— aAa |bBb | €

A—C|a
B—C|b
C—CDE | €

D->A| B |ab



Ans:

CNF stands for Chomsky normal form. A CFG (context free grammar) is in CNF
(Chomsky normal form) if all production rules satisfy one of the following conditions:

o A non-terminal generating two non-terminals. For example, S — AB.

o A non-terminal generating a terminal. For example, S — a.

Step 1: Remove NULL productions

NULL set={ S, A, B, C, D}

S— aAa|bBb |aa|bb

A—C|a

B—C|b

C—CDE |DE |CE | E
D->A| B |ab

Step2: Remove useless symbol
C, E, D are useless symbols.

S— aAa|bBb |aa|bb
A— a
B—b

No Unit Productions.
Step4: Convert to CNF

S— PX|QY | XX|YY
A— a

B—b

X—a

Y—b

P—XA

Q—YB

Q.5. Write Short notes on:
Post correspondence problem

Post Correspondence Problem is a popular undecidable problem that was

introduced by Emil Leon Post in 1946. It is simpler than Halting Problem.

In this problem we have N number of Dominos (tiles). The aim is to arrange

tiles in such order that string made by Numerators is same as string made by



https://www.geeksforgeeks.org/decidable-and-undecidable-problems-in-theory-of-computation/

Denominators.

In simple words, let's assume we have two lists both containing N words, aim
Is to find out concatenation of these words in some sequence such that both
lists yield same result.

Let’s try understanding this by taking two lists A and B

A= [aa, bb, abb] and B=[aab, ba, b]

Now for sequence 1, 2, 1, 3 first list will yield aabbaaabb and second list will
yield same string aabbaaabb.
So the solution to this PCP becomes 1, 2, 1, 3.

Linear Bounded Automata

Alinear bounded automata (LBA) is a restricted form of Turing machinewith a tape of some
bounded finite length. The computation is restricted to the constant bounded area. The input
alphabet contains two special symbols which serve as left end markers and right end markers
which mean the transitions neither move to the left of the left end marker nor to the
right of the right end marker of the tape.

A linear bounded automaton can be defined as an 8-tuple (Q, >.,I', Qo, ML, MR, 8, F) where —

Q is a finite set of states

I is the tape alphabet

> is the input alphabet

Qo is the initial state

ML is the left end marker (ex: <)

MR is the right end marker(ex: >) where Mg # ML

d is a transition function which maps each pair (state, tape symbol) to (state, tape
symbol, Constant ‘c’) where ¢ can be 0 or +1 or -1

e Fisthe set of final states

Working space

Left end marker Input string Right end marker

A deterministic linear bounded automaton is always context-sensitive and the linear bounded
automaton with empty language is undecidable.

e The language accepted by LBA is called context-sensitive language.
e Example:

L={a"b"c"} and L={a™}


https://en.wikipedia.org/wiki/Turing_machine

e Itis more powerful that NPDA but less powerful that TM
Q.6. Design a Turing Machine for L= {W contains a substring baab and W & {a,b}*}.

Write the transition function for the same and also indicate the moves made by TM for
input string W=abaabb.

Ans:

Transition Function:

6 (q0,2)= (q0,a.R)
0 (q0,b)=(q1,b,R)

0 (ql,2)= (q2,a,R)
6 (q1,b)=(ql,b,R)

6 (q2,2)= (g3,a,R)
6 (q2,b)=(q1,b,R)

6 (q3,2)=(g0,a,R)
6 (q3,b)=(g4,b,R)

0 (q4,2)= (q4,a,R)
6 (q4,b)= (q4,b,R)

o (q4,B)= (¢5,B,R)
ID for input string W=abaabb

(90, abaabbB) |-- aqObaabbB |--abglaabbB |--abag2abbB |--abaaq3bbB |--abaabq4bB |--
abaabbq4B |--abaabbBq5 Accepted



Q.7. Define Greibach Normal Form (GNF). Convert the following CFG to GNF.
S—AA|0
A—SS| 1

Ans:
GNF stands for Greibach normal form. A CFG (context free grammar) is in GNF
(Greibach normal form) if all the production rules satisfy one of the following

conditions:

o A non-terminal generating a terminal. For example, A — a.

o A non-terminal generating a terminal which is followed by any number of non-

terminals. For example, S — aASB.

Step1: No null production, no unit production, no useless symbols.
Step2:

A1 AA; |0

A AA |1

In the Az production 2>1, so

A2>AAA; | 0A; | 1

Removing left recursion from the grammar.
A1 AA; |0

A>>0A; A | 1 AY| 0A; | 1

A2'SAAL A | AA,

Converting to GNF

A1 0A; A2'A2 |0 1A A2]0ALA; |1A;
A>>0A; A | 1 AY|0A; | 1

A2'>0A; A2 AL Ay | 0AL A2 A | 1 AX'AL A | 1 AX'ALl 0AA; Ad' | 0AA:] 1A, AY' | 1A,






