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MACHINE LEARNING 
Sub Code: 18CS71 Branch: CSE 

Date: 24/01/2022 Duration: 90 mins Max Marks: 50 Sem / Sec: 7/A,B,C OBE 

Answer any FIVE FULL Questions MARKS CO RBT 

1 a)  Derive an equation for maximum a posteriori(MAP) hypothesis using Bayes 

theorem. 

Ans: Using Bayes theorem 

 
P(D)  is  constant ,it can be safely dropped  

[5] CO2 L2 

1b Explain naïve bayes classifier 

Ans: 

 

 

 

[5] CO3 L2 



 

 2  Explain Bayesian belief networks and conditional independence with an example 

 

[10] CO3 L2 

  

 

 

   

 

 

 

 

 

 

 

 

 

 

[05] CO3 L3 



 

3 (a) Classify the test data {Red, SUV, Domestic} using naïve bayes classifier for the 

dataset given in the table below: 

Color Type Origin Stolen 

Red Sports Domestic Yes 

Red Sports Domestic No 

Red Sports Domestic Yes 

Yellow Sports Domestic No 

Yellow Sports Imported Yes 

Yellow SUV Imported No 

Yellow SUV Imported Yes 

Yellow SUV Domestic No 

Red SUV Imported No 

Red Sports Imported Yes 

 

Ans: P(Yes|<Red,SUV,Domestic>) =  (3/5) * (1/5) * (2/5) * (½) = 

6/250= 0.024 

P(No|<Red,SUV,Dom>) =  (2/5) * (3/5) * (3/5) * (½) = 18/250= 0.072 

P(No|D) is more. Hence |<Red,SUV,Dom> is NOT stolen 

3 (b)   Explain EM algorithm  [5] CO2 L2 

  

 

 

 

 

 

  



 

4  What is instance based learning? Explain K-Nearest neighbour algorithm  

Ans: 

Instance based learner is a lazy learner. It Simply stores training data 

(or only minor processing) and waits until it is given a test tuple. Lazy 

learners take less time in training but more time in predicting. Lazy 

method effectively uses a richer hypothesis space since it uses many 

local linear functions to form an implicit global approximation to the 

target function. 

 

K-nearest neighbor is an instance-based learning algorithm. It 

assumes all instances correspond to points in the n-dimensional space. 

The nearest neighbors of an instance are defined in terms of the 

standard Euclidean distance. 

 

[10] CO3 L2 

5 Explain locally weighted linear regression [10] CO3 L2 

 Ans:  

Locally weighted regression constructs an explicit approximation to 

target function f over a local region surrounding x. It  uses nearby or 

distance-weighted training examples to form this local approximation to 

f. The general regression algorithm chooses weights that minimize the 

squared error summed over the set D of training examples. In local 

regression, we normally assign different weights for the error from each 

training example. There are three popular methods to assign weights. 

They are 

 
 

   

 

 

 

 

 

 

 

 

 

CO2 L2 



 

 

 

 

 

 

 

6  

Write short notes on  

Radial Basis Function 

Case based reasoning 

 

Ans: a) Learning with radial basis functions is an approach to function 

approximation that is closely related to distance weighted regression 

and also to artificial neural networks. In this approach, the learned 

hypothesis is a function of 

the form  

A typical radial basis network has the architecture shown below 

 
 

b) Case based reasoning 

Case-based reasoning (CBR) is an instance  based learning method that 

uses the principle of lazy learning. In CBR, instances are typicaly 

represented using rich symbolic descriptions. CBR has been applied 

to problems such as conceptual design of mechanical devices based 

on a stored library of previous designs. In CADET system which is a 

CBR system,  each instance stored in memory (e.g., a water pipe) is 

represented by describing both its structure and its qualitative 

function. New design problems are then presented by specifying the 

desired function and requesting the corresponding structure. 
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CO1 

Appraise the theory 
of Artificial 
intelligence and 
Machine Learning 

L1,L2,L3 
1,2,3,

4,5 
2 3 1 1 - 1 - - - - - 2 1 0 1 3 

CO2 
Illustrate the 
working of AI and 

L1,L2,L3 1,2,3,

4,5 
2 3 1 1 - 1 - - - - - 2 1 0 1 3 



 

ML Algorithms 

CO3 

Demonstrate the 

applications of AI 

and ML 

L1,L2,L3 
1,23,4

,5 
2 3 1 1 1 2 - - - - - 2 1 0 1 3 

 

 

COGNITIVE 

LEVEL 
REVISED BLOOMS TAXONOMY KEYWORDS 

L1 
List, define, tell, describe, identify, show, label, collect, examine, tabulate, quote, name, who, 

when, where, etc.  

L2 
summarize, describe, interpret, contrast, predict, associate, distinguish, estimate, differentiate, 

discuss, extend  

L3 
Apply, demonstrate, calculate, complete, illustrate, show, solve, examine, modify, relate, 

change, classify, experiment, discover.  

L4 
Analyze, separate, order, explain, connect, classify, arrange, divide, compare, select, explain, 

infer.  

L5 
Assess, decide, rank, grade, test, measure, recommend, convince, select, judge, explain, 

discriminate, support, conclude, compare, summarize.  

 

 

PROGRAM OUTCOMES (PO), PROGRAM SPECIFIC OUTCOMES (PSO) 
CORRELATION 

LEVELS 

PO1 Engineering knowledge PO7 Environment and sustainability 0 No Correlation 

PO2 Problem analysis PO8 Ethics 1 Slight/Low 

PO3 Design/development of solutions PO9 Individual and team work 2 
Moderate/ 

Medium 

PO4 
Conduct investigations of 

complex problems 
PO10 Communication 3 

Substantial/ 

High 

PO5 Modern tool usage PO11 Project management and finance  

PO6 The Engineer and society PO12 Life-long learning  

PSO1 Develop applications using different stacks of web and programming technologies 

PSO2 Design and develop secure, parallel,  distributed, networked, and digital systems 

PSO3 Apply software engineering methods to design, develop, test and manage software systems. 

PSO4 Develop  intelligent applications for business and industry  

 

 


