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Q.1 With a neat diagram explain a functional overview of the InFact system
Ans:

Functional overview of the InFact System:

● InFact is a natural language search engine
● It combines:

○ the speed of keyword search with the power of natural language processing.
○ Performs clause level indexing
○ offers a full spectrum of functionality that ranges from Boolean keyword operators

to linguistic pattern matching

InFact System Overview

● InFact consists of indexing and a search module.



● InFact models text as a complex multivariate object using a unique combination of deep
parsing, linguistic normalization, and efficient storage.

● The storage schema addresses the fundamental difficulty of reducing information contained
in parse trees into generalized data structures that can be queried dynamically.

● InFact handles the problem of linguistic variation by mapping complex linguistic structures
into semantic and syntactic equivalents.



Q.2. Write short notes on

a. The shortest path hypothesis



b. Learning with dependency path



Q.3. Explain the functioning of Latent Semantic Analysis (LSA) feedback system

Ans:



Q.4. Explain the functioning of the word matching feedback system used in iSTART

Ans:



Q.5. Explain Boolean and Vector space information retrieval model.

Ans:

Boolean Model:

• Boolean model is the oldest of the three classical models. It is based on Boolean logic and
classical set theory.

• In this model documents are represented as a set of keywords, usually stored in an inverted file.

• An inverted file is a list of keywords and identifiers of the documents in which they occur.

• Users are required to express their queries as a boolean expression consisting of keywords
connected with boolean logical operators (AND, OR, NOT).

• Retrieval is performed based on whether or not the document contains the query terms.





Vector Space Model:





Q. 6. Explain WordNet and list the applications of WordNet.

Ans:

• WordNet is a large lexical database for the English language.
• Inspired by psycholinguistic theories, it was developed and is being maintained at the

Cognitive Science Laboratory, Princeton University, under the direction of George A.
Miller.

• WordNet consists of three databases
• One for nouns
• One for verbs
• One for both adjectives and adverbs

• Information is organized into sets of synonymous words called synsets, each representing
one base concept.

• The synsets are linked to each other by means of lexical and semantic relations.

• Lexical relations occur between word-forms (senses) and semantic relations between word
meanings.

• These relations include synonymy, hypernymy / hyponymy, antonymy, meronymy /
holonymy, troponymy, etc.

• A word may appear in more than one synset and in more than one part-of-speech. The
meaning of the word is called sense.

• WordNet lists all senses of a word, each sense belonging to a different synset.

• WordNet’s sense-entries consist of a set synonyms and a gloss.

• WordNet is freely and publicly available for download from
http://wordnet.princeton.edu/obtain

http://wordnet.princeton.edu/obtain


• WordNet for other languages have been developed, Example, EuroWordNet and Hindi
WordNet

• EuroWordNet covers European languages, including English, Dutch, Spanish, Italian,
German, French, and Czech.

• Hindi WordNet has been developed by CFILT (Resource Center for Indian Language
Technology Solutions), IIT Bombay.

• Hindi WordNet can be obtained from the URL http://www.cfilt.iitb.ac.in/wordnet/webhwn/

• CFLIT has also developed a Marathi WordNet
http://www.cfilt.iitb.ac.in/wordnet/webmwn/wn.php

•
Applications of WordNet:

• Concept identifications in Natural language
• WordNet can be used to identify concepts pertaining to a term, to suit them to the

full semantic richness.

• Word sense disambiguation

• It offers
• sense definitions of words
• identifies synsets of synonyms
• Defines a number of semantic relations

• Automatic Query Expansion

• WordNet semantic relations can be used to expand queries so that the search for a
document is not confined to the pattern-matching of query terms, but also covers
synonyms.

• Document structuring and categorization

• The semantic information extracted from WordNet have been used for text
categorization.

• Document summarization

• The approach presented by Barzilay and Elhadad uses information from WordNet to
compute lexical chains.

http://www.cfilt.iitb.ac.in/sordnet/sebhwn/
http://www.cfilt.iitb.ac.in/wordnet/webmwn/wn/php

