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Answer Any FIVE FULL Questions Marks 
OBE 

CO RBT 

1 Define the terms Self information content, average information content, 

average rate of information and hence derive the expression for average 

information content in long independent sequences. 

10 CO1 L1 

2 Mention different properties of entropy and prove extremal property. 10 CO1 L2 

3 Define self-information, entropy and information rate. Consider 

transmission of pictures in a black and white television, there are about 

3.25 𝑀𝑒𝑔𝑎𝑝𝑖𝑥𝑒𝑙𝑠/𝑓𝑟𝑎𝑚𝑒. For a good reproduction, 20 brightness levels are 

necessary. Assuming that all the levels are equally likely to occur, find the 

rate of transmission if one frame is transmitted in every 3 𝑚𝑠𝑒𝑐. 

10 CO1 L3 

4 Obtain the relationship between Hartley, nats and bits. Consider a discrete 

memory less source with 𝑆 = {𝑠1, 𝑠2, 𝑠3, 𝑠4} with 𝑃 = {0.5, 0.2, 0.2, 0.1} show 

that 𝐻(𝑆2) = 2𝐻(𝑆). 

10 CO1 L2 

5 For the markov model shown the fig. 5, compute State probabilities, State 

entropies, Source entropy and Average rate of information if the symbol rate 

is 1000 symbols/sec. 

 
Fig. 5 

10 CO1 L4 

6 The state diagram of a Markov source is shown in the fig. 6. Show that 𝐺1 ≥

 𝐺2  ≥ 𝐻. 
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¼p1 = ½ p2 = ½
 

Fig. 6 

 

10 CO1 L3 




















