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Answer Any FIVE FULL Questions Marks 
OBE 

CO RBT 

1 Consider a discrete memory less source 𝑆 = (𝑋, 𝑌, 𝑍) Given its second order 

extension source symbols and probabilities, compute the code words, 

efficiency and redundancy using Shannon’s encoding algorithm. 

Symbol Probability 

XX 0.25 

XY 0.15 

XZ 0.10 

YX 0.15 

YY 0.09 

YZ 0.06 

ZX 0.10 

ZY 0.06 

ZZ 0.04 
 

10 CO2 L3 

2 i) An information source produces sequences of independent symbols 

having the following probabilities. 

A             B             C           D          E              F              G     

1/3        1/27        1/3      1/9      1/9         1/27       1/27 

Construct binary codes using Shannon-Fano procedure and find its efficiency 

and redundancy.                                                

ii) Which of the sets of the length requirements shown in table can be       

considered for the construction of the binary prefix codes? Also 

suggest suitable codes and draw the decision tree. (5M) 

Code Set A                     Code Set B                Code Set C           Code Set D    

     2                                            1                                 1                                  1 

     1                                            1                                 1                                  2 

     2                                            2                                 1                                  3 

     2                                            1                                 2                                  4 
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3 Find the minimum variance code words  for the given source 

A={A,B,C,D,E,F,G,H} with probabilities  

P={7/39, 8/39, 6/39,10/39,3/39,1/39,2/39,2/39}. Also find the efficiency 

and redundancy . 

10 CO2 L3 

4 Channel matrix for a channel is given as follows. Find H(X), H(Y), H(X,Y), 

H(X/Y), H(Y/X) and I(X;Y)  in terms of probabilities and verify your answers. 

 

10 CO3 L3 



 

---------------------***--------------------- 
 

                          𝑦1   𝑦2   𝑦3 

𝑃(𝑌|𝑋) =  

𝑥1

𝑥2

𝑥3

 [
0.4 0.3 0.3
0.3 0.2 0.5
0.1 0.4 0.5

] 

And 𝑃[𝑋] = [
1

2
,

1

4
,

1

4
] 

 

5    List the properties of Mutual Information. Prove that Mutual 

Information is symmetric.  With the help of mutual information as 

applied to a binary symmetric channel calculate the channel capacity 

if the input probabilities are 𝑝(𝑥1) =
2

3
 𝑎𝑛𝑑 𝑝(𝑥2) =

1

3
 and  

P(Y/X)=    [
3/4 1/4
1/4 3/4

]. if 𝑟𝑠=1000 symbol/sec 

10 CO3 L3 

6 A message source produces two independent symbols A and B with 

probabilities 𝑝(𝑎) = 0.4 and p(𝑏) = 0.6. If the symbols are received 

in average with 4 in every 100 symbols in error, find the average rate 

of information transmitted. 

10 CO3 L3 














