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1. Messages comprising seven different characters, A through G, are to be 

transmitted over a data link. Analysis has shown that the relative frequency 

of occurrence of each character is A 0.10, B 0.25, C 0.05, D 0.32, E 0.01, F 

0.07, G 0.2 (i) Derive the entropy of the messages (ii) Use static Huffman 

coding to derive a suitable set of codeword and construct a tree (iii) Derive 

the average number of bits per codeword for your codeword set. 
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2. Discuss multimedia operating system with respect to CPU management, 

memory management, I/O management, file system management 
[10] 
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3.  Write short notes on (i) Lempel Ziv coding (ii) Lempel Ziv Welsh   

      coding 
[10] 
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4. What is DMS and explain the main features of DMS with a block diagram [10] 
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5. Explain how better sound quality can be obtained by using sub band 

DPCM with the help of block diagram of encoder and decoder/Explain 

with a neat diagram, ADPCM sub band encoder and decoder 

[10] 
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6. Explain H.261 video compression standard with the help of macro block 

frame format and GOB structure 
[10] 
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7. Explain with relevant diagrams, sensitivity of the ear, frequency and 

temporal masking used in perceptual coding 
[10] 
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3. (i) Lempel Ziv Coding 

 

• The LZ algorithm uses strings of characters instead of single characters 

•  For example for text transfer, a table containing all possible character strings are present 

in the encoder and the decoder 

•  As each word appears instead of sending the ASCII code, the encoder sends only the 

index of the word in the table 

•  This index value will be used by the decoder to reconstruct the text into its original form.  

This algorithm is also known as a dictionary-based compression    

(ii) Lempel Ziv Welsh Coding 

 



 
 

• The principle of the Lempel-Ziv-Welsh coding algorithm is for the encoder and decoder to 

build the contents of the dictionary dynamically as the text is being transferred 

•  Initially the decoder has only the character set – e.g ASCII.  The remaining entries in the 

dictionary are built dynamically by the encoder and decoder 

• Initially the encoder sends the index of the four characters T, H, I, S and sends the space 

character which will be detected as a non alphanumeric character 

•  It therefore transmits the character using its index as before but in addition interprets it as 

terminating the first word and this will be stored in the next free location in the dictionary 

•  Similar procedure is followed by both the encoder and decoder 

•  In applications with 128 characters initially the dictionary will start with 8 bits and 256 

entries 128 for the characters and the rest 128 for the words 

•  



A key issue in determining the level of compression that is achieved, is the number of entries in 

the dictionary since this determines the number of bits that are required for the index 

4.  

 

 

 



 

 



 

 
 

5. ADPCM: 

Additional savings in bandwidth –or improved quality –can be obtained by varying the 

number of bits used for the difference signal depending on its amplitude 

A second ADPCM standard, which is G.722.It has added subband coding.better sound 

quality 

A third standard based on ADPCM is also available, this is defined in G.726.This also 

uses subband coding but with a speech bandwidth of 3.4kHz 

 



 

 
 



For higher signal bandwidth, before sampling the i/p signal is passed through filters. 

The o/p of filters are lower band signal and upper sub band signal 

It is sampled and encoded independently using ADPCM 

Two bitstreams are multiplexed to produce transmitted signal and the decoder divides 

into separate stream for decoding 

 

6. H.261 

For the provision of video telephony and videoconferencing services over an ISDN 

Transmission channels multiples of 64kbps 

Digitization format used is either the common intermediate format (CIF) or the quarter 

CIF (QCIF) 

Progressive scanning used with frame refresh rate of 30fps for CIF and 15or 7.5fps for 

QCIF  

a. CIF:Y=352X288,   Cb=Cr=176X144 

b. QCIF:Y=176X144, Cb=Cr=88X72 

 

I Frame and pframes are used with 3 p frames between each pair of I frames 

Each macroblock has an address for identification  

Type field indicates the macroblock is intracoded or intercoded 

Quantization value is threshold  value and mv is the encoded vector 

Coded block pattern defines which of six 8x8 pixel block make up macroblock  

and the JPEG  encoded DCT COEFFICIENTS are given in each block 

Picture start code- Start of each video frame  

Temporal ref field- time stamp to synchronize video block with the associated 

audio block of the same time stamp 

Picture type field- type of frame ( I or P frame) 

GOB- GROUP OF MACROBLOCKS  (size is chosen such that CIF and QCIF 

has integral number of GOBs) 

EACH GOB – Unique start code – resynchronization marker 

Each GOB also has group no.   

For bandwidth optimization  variable bit rate of encoder is converted into const 

bit rate  

By passing through FIFO buffer 

Feedback is provided to quantizer  

o/p of the buffer is defined  by the transmission bit rate, two threshold values are 

defined low and high 

If contents of buffer is below the low threshold ,quantization threshold is reduced 

and the o/p rate is increased, if it is above high threshold then the threshold is 

increased and the o/p rate is reduced 

Control proceedure is implemented for GOB  



 



 

 



 
 

 

 

 

7. Perceptual Coding 

Perceptual encoders have been designed for the compression of general audio 

Perceptual coding since its role is to exploit a number of the limitation of the human ear. 

Sensitivity of the ear 

a. A strong signal may reduce the level of sensitivity of the ear to other signals 

which are near to it in frequency 

b. The model used is Psychoaccoustic  

The Sensitivity of the ear varies with the frequency of the signal,the perception 

threshold of the ear – that is, its minimum level of sensitivity-as a function of 

frequency is show in figure 4.5(a) 

Most sensitive to signals in the range 2-5kHz 

Fig a- vertical axis – amplitude of all signals to be heard , A and B have same 

level , A is heard due to threshold level  

 



 
Shown 4.5(b) shows how the the sensitivity of the ear changes in the vicinity of a loud 

signal 

Frequency masking- when multiple signals present , strong signal s reduce the sensitivity 

level of ear to other signals in the nearer freq  

 



 
– The masking effect also varies with frequency as show in figure 4.6 

– Critical bandwidth- width of each curve at a particular signal level  for that freq . 

For freq less than 500 hz critical bw is 100 hz and greater than 500 it changes . 

• Temporal masking: 

– When the ear hears a loud sound,it takes a short but finite time before it can hear a 

quieter sound 

– Masking effect varies with freq-fig 4.6 

– SHOWN IN  4.7 –effect of temporal masking – signal amplitude decays after a 

time period after the loud sound ceases and at this time signal amplitude less than 

decay envelope will not be heard.  

– The masking effect also varies with frequency as show in figure 4.6 

– Critical bandwidth 

• Temporal masking: 

– When the ear hears a loud sound,it takes a short but finite time before it can hear a 

quieter sound 

– SHOW 4.7 

 

 
 


