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Answer any FIVE FULL Questions MARKS | CO |RBT
1. Messages comprising seven different characters, A through G, are to be
transmitted over a data link. Analysis has shown that the relative frequency
of occurrence of each character is A 0.10, B 0.25, C 0.05, D 0.32, E 0.01, F
0.07, G 0.2 (i) Derive the entropy of the messages (ii) Use static Huffman [10] Cos | L3
coding to derive a suitable set of codeword and construct a tree (iii) Derive
the average number of bits per codeword for your codeword set.
2. Discuss multimedia operating system with respect to CPU management, (10] cos | Lo
memory management, I/O management, file system management
3. Write s_hort notes on (i) Lempel Ziv coding (ii) Lempel Ziv Welsh (10] cos | L1
coding
4. What is DMS and explain the main features of DMS with a block diagram [10] CO5 | L1
5. Explain how better sound quality can be obtained by using sub band
DPCM with the help of block diagram of encoder and decoder/Explain oj | €02 | L2
with a neat diagram, ADPCM sub band encoder and decoder
6. Explain H.261 video compression standard with the help of macro block (10] cor | L2
frame format and GOB structure
7. Explain with relevant diagrams, sensitivity of the ear, frequency and
i . X [10] co2 | L2
temporal masking used in perceptual coding
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manage computer resources )/ for example, CPU, memory,
also hide the physical characteristics of the underlying hardw
convenient environment for end-users. A

accommodate multimedi
Tt

hey
OSs I/O_ devices, Jand s0O g;:;“%nd
are and provide a.n.e £ 0Ss 0
multimedia OS extends the functionahtnf?s osuPPO :
a data manipulation (o provide an environment for real-time Jicd”
ude real-time support while

2l a
simultaneously r Eﬂ!‘j.‘gﬁ%g me
ajor concerns include real-time processing : oS based [2
agement, A multimedia
using the microkerne|

truct
. e or cons
OS may be developed as an extension of a traditional OS

; memory
architecture [4.22). 1t should provide CPU management,
' : “PU management, M7

agement, /0 Management and fije System management.

€ major concerns inc)
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tions cihucnlly.@hc m
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cPU Management -
cessing can be achieved through efficien, real-ty
] media. de fldI".‘f Cfi_'ll_??,,the acceptable playback e 18/ In the contexy of
< - agous P 1odics y Y
Sonti ol 4nd appears permdudll}. The challenges of multimed;
- \'l‘ s -
: ¢ fhon-real-time processes and real-time processe

a scheduling -
coal z Ing are due to two
* uffer from the execution of real-time processes

. S./Non-real-time processes
»DECause multimedia applications

ol .
Sh‘“i:‘lix I:h‘l“'”d on discrete and continuous media data. Real-time processes should be
:n-.mm qon-real-time processes .or other real-time processes with low pl;i()fiticg allowed to
T fhc most important real-t@e scheduling approaches include 7~rEadiest b;:adl' ;
pF) and rate monitoring scheduling [4.23]. With EDF, each task is preemptive and is':; igF,::;)

oy according to the dea_xgi(lijl;@. The highest priority is assigned to the job with the earliest”"
14;1;»3»; nd tasks are executed in a priority order. When a new task arrives, the schedulér

computes the priorities of all pending tasks and then reorganizes such that the order of the task
~ecuted is preempted and the new task gets served immediately. The interrupted process

being . ; 5
« resumed later from the interruption point. Otherwise, the new task will be put in an appropri-
ate position

With rate-monotomnic 'sgn_gbuin?;fcuaﬂw‘a’nc"ns"pfe-‘cn‘iptéo‘ ana’1s assigned a priority
.cording to the request rate/ The highest priority is assigned to the job with the highest rate. In
“omiact o EDF, such assignments are performed only at the connection establishment time and
are maintzined through the lifetime of the connection. For preemptive periodic tasks, rate-mono-
onic scheduling is optimal in the sense that no other-static algorithm can schedule a task that the
rate-monotonic algorithm cannot alse-sehedule [4.24].

Comparing these two algorithms,/EDF is more dynamiﬁ) It has to be executed frequently
and thus incurs higher scheduling overhea(@e advantage is that it can achieve processor utiliza-

“nup 10 100%. On the other hand, a rate-monotonic algorithm is statg' because the priority

“Signment is only calculated once. Because the pi'ioﬁ'ﬁé‘s"'ii‘e assigned according to the request
The worst-case upper

"¢ more context switches occur in rate-monotonic scheduling than EDFE. ' ;
und of the process use is about 69% even though, on the average, the L smtablc?of(;)ir c.o?)tm-
4 media applications because it has no scheduling overhead and is optimal for perodic Joos.

Memory Management g £ ‘f “F

berge ip \‘I")r:‘ Manager allocates memory to pr(?ccssef Comi
~!1%17e and requires stringent timing requirements. One
e “Ontinuous media data in memory during the process % o bl
"_a'»[,.d“m fesource use. Other important practical implementation tt?chn::: o el
! P":::mm and passing pointers. With scatter buffers or scatter lo;-;:l:(génds e A
Hicien, 1:\ Waded into possibly discontinuous regions of mct'tllor)'r-%ult - agmentation With
p“\'ﬂnﬂ ’.an loading into a single continuous region, but may i A 'he objects o
-\tl»Q\_TPU-mcrh‘. objects are passed by [g[q;nu:,[a(her than having

" May result again in more efficient usage of w
: <

media data is typically very

nuous
g and

solution is to avgiggvygppin
[4.24]. This approach, however,

e Mmern
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10 Management _ o )
The main function of the /O subsystem is to transfer multimedia mfom‘% it

memory and the network adapter or multimedia 'ﬁerfpﬁéﬁfwwohi
drive. microphone, disk, keyboard. monitor, and so forth). The important issues include devic,
management, interrupt latency, and real-time transmission) Device management integrates 4|
hardware components and provides a uniform intelffﬁge for the control and management of these
devices. Multimedia applications are I/O intensivel, The continuous media frames will not fre-
quently interrupt the kernel and lower the system throughput, There are three strategies to allevi-
ate this problem: changing the internal structure of the kernel to make it highly preemptive,
including a set of safe pre-emption points to the existing kernel or converting the current kernel
to a user program and running on top of a microkemey4.25]. Real-time /O is necessary for
most multimedia applications to ensure the continuity of each stream and the synchronization of
multiple related streams. With advances in networking and communication technologies, it is
possible to achieve network bandwidth well above a gigabit per second. The network /O
becomes the bottleneck that limits overall system performance. Therefore, @e_focus is to
improve /O system throughput.j
File System Management

File TapECH: is responsible for making efficient use of the storage capacity and for provid-
ing file access and control of stored data (0 the users/ Multimedia file <ver

- : timedia file system additional
real-ime requirements to handle continuous media streams y s demand

3. (i) Lempel Ziv Coding

« The LZ algorithm uses strings of characters instead of single characters
For example for text transfer, a table containing all possible character strings are present
in the encoder and the decoder

« Aseach word appears instead of sending the ASCII code, the encoder sends only the
index of the word in the table
« This index value will be used by the decoder to reconstruct the text into its original form.
This algorithm is also known as a dictionary-based compression
(i) Lempel Ziv Welsh Coding
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\_. This is sent using the index of the waord is (1 29]
Each character is sent using the index of the individual character

in the basic character set

The principle of the Lempel-Ziv-Welsh coding algorithm is for the encoder and decoder to
build the contents of the dictionary dynamically as the text is being transferred

Initially the decoder has only the character set — e.g ASCII. The remaining entries in the
dictionary are built dynamically by the encoder and decoder

Initially the encoder sends the index of the four characters T, H, I, S and sends the space
character which will be detected as a non alphanumeric character

It therefore transmits the character using its index as before but in addition interprets it as
terminating the first word and this will be stored in the next free location in the dictionary
Similar procedure is followed by both the encoder and decoder

In applications with 128 characters initially the dictionary will start with 8 bits and 256
entries 128 for the characters and the rest 128 for the words

A O

[ ! > Basic character set

Initicl index . N
_ 3 bile This 128

Index incrementad ' - Exisling dictionary

o P bits

i . = Exiended dictionary




A key issue in determining the level of compression that is achieved, is the number of entries in
the dictionary since this determines the number of bits that are required for the index

4.
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A DMS is an integrated communication, comquin
processing, management, delivery and presentan?n ) e
that the quality of service guarantees (4.1, 4.2]. It. mtegratf:s a(ri\. R S, & FgAtEn
munication and computing subsystems (0 realize mlflume ia app] O o rovides the
enhances human communications by exploiting both ‘vxsual and at;lr:borale ki
ultimate flexibility in work and entertainment by allo‘ang y.ou t(? cof o kiop. DMS e
ipants, view movies on demand and access online digital libranes rh. o O e S
Create an electronic world. Technological advances 1n compu'tcl';:l'tlgof e incaBae
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Figure 4.1 Block scheme of a summarized DMS.



retrieve. browse and manipulate video or audio.. Besid.es const'rain.tsfon bll. error .rates‘ Pack..
N livery delays required in a point-to-point in orr.nan_on dChVery Syster,
T — d“d . i 2]oduced in a DMS, such as the synchronization among my;;
add‘;?[?tile:rzzsgz::ﬁz:iézted sources to achieve a meaningful presentation. Figure 4 | \u‘n.lt
media s

i ‘Z?,hi 1311\:[18[5 of the system consist of the factors that drive. a DMS frorp COnCepLs to rely
and the outputs consist of a wide range of distributed multlmed.la a?pphcatlo_ns. The syste;
inputs are a collection of the enabling technologies of the c.:Ommun?catlon subsystem (for trans
mission). the computing subsystem (for processing) and information subsystem (for storag:
The communication subsystem consists of the transmission medium and transport prol.ocolsA !'
connects the users with distributed multimedia resources and delivers multimedia mateqals wilh
QoS guarantees, such as real-time delivery for video or audio data and error-free delivery for
text data. The computing subsystem consists of a multimedia platform, operating system (05"\~
presentation and authoring tools and multimedia manipulation software. It allows users ©

manipulate the multimedia data. An authoring tool is specialized software that allows a produce!
or designer to design and assemble multim
information subsystem consists of the
database systems.

) . . ion. The
edia elements for a multimedia presentauop d
; . : A . medic
multimedia servers, information archives and mult

The outputs of the system can be b

imedia applicat

ias, multimedia magazines:
aided learning tools and the Web.



Main Features of a DMS

1 features of a DMS can be summarized as follows 14.3):
4.0 nal € S
The !

. Technology mtegra'tl‘on—.ln.legrales information, communication and computing
«ystems to form a unified digital processing environment. ‘

. Multimedia i""eg’aﬁO"—ACCOmmodatcs discrete data as well as continuous data in an
integrated environment.

« Real-time performance—Requires the Storage systems processing systems and
transmission systems to have real-time performance. Hence, huge storage volume, high
network transmission rate and high CPU processing rate are required.

. Systemwide QoS support—Supports diverse QoS requirements on an end-to-end basis
aion ¢ the data path from the sender, through the transport network and to the receiver.

« Interactivity—Requires duplex communication between the user and the system and
allows each user to control the information.

« Multimedia synchronization support—Presents the playback continuity of media
frames within a single continuous media stream, and temporal relationships among
multiple related data objects. _ o

« Standardization support—Allows interoperability despite heterogeneity 1n 1ne
information content, presentation format, user interfaces, network protocols and
consumer electronics.

According to the different requirements imposed ‘upo‘n the information, comml‘lgl((:lat.m;l;
and computing subsystems, distributed multimedia apphcat_lons may l?e proadly cl:.ism eS Lnar-
ITV, telecooperation and hypermedia. ITV requires a very high transmission rate an Qci)cef e
antees. It demands point-to-point, switched connecti_ons as well as‘ good lcustorner ;::v ces an
excellent management for information sharing, bilhngl and secur.lty. TZ e;oopfc:}rfe ha; oueh o
videophone and desktop conferencing, allows lower p.1cture quality and t e::;:1 ot oo
bandwidth requirement. It requires powerful multimedia da.tabase system?f rmwe than Just o
tinuous media servers. Sharing information among groups is the key tt: n::g l;‘:ecause ——
Hypermedia systems may be treated as an application of database sys e o ata
flexible access to multimedia information and 2 nove.l method tf) struc
Hypermedia applications require point—to-point and switched services.

5. ADPCM:

Additional savings in bandwidth —or improved quality —can be obtained by varying the
number of bits used for the difference signal depending on its amplitude

A second ADPCM standard, which is G.722.1t has added subband coding.better sound
quality

A third standard based on ADPCM is also available, this is defined in G.726.This also

uses subband coding but with a speech bandwidth of 3.4kHz



ADPCM subband encoder

Lower subband lower subband | 48kbps
= bandlimiting filter ADPCM encoder
(50Hz - 3.5kHz
Speech '
NPUt et Mulfiplexer
signal Bksps
Upper subband 16kbps
S| bandlimiting filter ;J[?Ppg\; ﬁkfogir
(3.5kHz - 7kHz
| O!sps 64kbps
Y
{
ADPCM subband decoder
lower subband lower subband | 48Kbps
low-pass filler |y —
150Hz - 3.5kH2) ADPCM decoder
Speech | J
output Demuliiplexer
signal ( ) )
Upper subband Upper subband 16kbps
low-pass filfer |- ADPCM decoder ™=
(3.5kHz - 7kHz)




For higher signal bandwidth, before sampling the i/p signal is passed through filters.
The ofp of filters are lower band signal and upper sub band signal

It is sampled and encoded independently using ADPCM

Two bitstreams are multiplexed to produce transmitted signal and the decoder divides
into separate stream for decoding

. H.261

For the provision of video telephony and videoconferencing services over an ISDN
Transmission channels multiples of 64kbps
Digitization format used is either the common intermediate format (CIF) or the quarter
CIF (QCIF)
Progressive scanning used with frame refresh rate of 30fps for CIF and 15or 7.5fps for
QCIF

a. CIF:Y=352X288, Cb=Cr=176X144

b. QCIF:Y=176X144, Ch=Cr=88X72

| Frame and pframes are used with 3 p frames between each pair of | frames
Each macroblock has an address for identification

Type field indicates the macroblock is intracoded or intercoded

Quantization value is threshold value and mv is the encoded vector

Coded block pattern defines which of six 8x8 pixel block make up macroblock
and the JPEG encoded DCT COEFFICIENTS are given in each block

Picture start code- Start of each video frame

Temporal ref field- time stamp to synchronize video block with the associated
audio block of the same time stamp

Picture type field- type of frame ( | or P frame)

GOB- GROUP OF MACROBLOCKS (size is chosen such that CIF and QCIF
has integral number of GOBS)

EACH GOB — Unique start code — resynchronization marker

Each GOB also has group no.

For bandwidth optimization variable bit rate of encoder is converted into const
bit rate

By passing through FIFO buffer

Feedback is provided to quantizer

o/p of the buffer is defined by the transmission bit rate, two threshold values are
defined low and high

If contents of buffer is below the low threshold ,quantization threshold is reduced
and the o/p rate is increased, if it is above high threshold then the threshold is
increased and the o/p rate is reduced

Control proceedure is implemented for GOB
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(b)
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7. Perceptual Coding
Perceptual encoders have been designed for the compression of general audio
Perceptual coding since its role is to exploit a number of the limitation of the human ear.
Sensitivity of the ear
a. A strong signal may reduce the level of sensitivity of the ear to other signals
which are near to it in frequency
b. The model used is Psychoaccoustic
The Sensitivity of the ear varies with the frequency of the signal,the perception
threshold of the ear — that is, its minimum level of sensitivity-as a function of
frequency is show in figure 4.5(a)
Most sensitive to signals in the range 2-5kHz
Fig a- vertical axis — amplitude of all signals to be heard , A and B have same
level , A is heard due to threshold level
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Shown 4.5(b) shows how the the sensitivity of the ear changes in the vicinity of a loud
signal

Frequency masking- when multiple signals present , strong signal s reduce the sensitivity
level of ear to other signals in the nearer freq
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r .
'h) frequency masking
— The masking effect also varies with frequency as show in figure 4.6
— Critical bandwidth- width of each curve at a particular signal level for that freq .
For freq less than 500 hz critical bw is 100 hz and greater than 500 it changes .
Temporal masking:
— When the ear hears a loud sound,it takes a short but finite time before it can hear a
quieter sound
— Masking effect varies with freg-fig 4.6
— SHOWN IN 4.7 —effect of temporal masking — signal amplitude decays after a
time period after the loud sound ceases and at this time signal amplitude less than
decay envelope will not be heard.
— The masking effect also varies with frequency as show in figure 4.6
— Critical bandwidth
Temporal masking:
— When the ear hears a loud sound,it takes a short but finite time before it can hear a
quieter sound
— SHOW 4.7

3 Signal ON Signal OFF

T 100 | ¢

@

3 80 | A

2 60

O

o]

5 40T

2 20

lie;

<0 >
0 T T+ 350 Time (ms)

= Inaudible signal amplitudes

Figure 4.7 Temporal masking caused by a loud signal.



