50, will be treated as malpractice.

Important Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the remaining blank pages.
2. Any revealing of identification, appeal to evaluator and /or equations written eg, 42-+8

18CS54

Automata theory and COmputablllty

Max Marks: 100

Note: Answer any FIVE full questtons, choosmg ONE full questwn from each module.

) ' Module-1 ,
Define the following terms with:an example 1) Alphabet‘ i1) Power of an alphabet
iii) String  iv) String concatenation v) language. (05 Marks)
Explain the hierarchy of language classes in automata: theory with diagram. (05 Marks)

Design DFSM for each of the following language. {
i) L= {we{0,1}" @ doesnotendin 01} )
i) L={we{a, b} :everyain o is imxgediatély preceded and followed by b}.

(10 Marks)
OR
Use MlNDFSM algorithm to mlnumze M given in Fig Q2(a)
9 Fig Q2(a) (08 Marks)
b. Convert the following NDFSM g1ven in Fig Q2(b) to.its equivalent DFSM.
Fig Q2(b) (08 Marks)
Design a mealy machine that takes binary number as input and produces 2’s complement of
the number as output. ¢ ’ 4 (04 Marks)
; Module-2
Define Regular expression. Write regular expression for the following language.
i) L={0" 1m|m>1 n>1,mn>3}
ii) L={we {a, b} :string with atmost one pair of consccutive a’s} (08 Marks)

Obtain NDF SM for the regular expression (a Uab) (aUb)". (05 Marks)
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Build a regular expression for the given FSM in Fig Q3 (é). ;

 Fig Q3(c)

OR
State and prove pumping Lemma theorem for regular language
Prove that regular languages are closed under complement.
Write regular expressmn regular grammer and FSM for the languages

L={oe {a,b}: : w ends with pattern aaaq}

Module-3

Define: Context Free Grammer (CFG) Wnte CFG for the followmg languages

L={0"1"2":m>1,n>0}.

18CS54

(07 Marks)

(08 Marks)
(05 Marks)

(07 Marks)

(05 Marks)

What is ambiguity in a grammar? Ehrmnate ambiguity: from balanced parenthesis grammar?

Simplify the grammar by removmg productive and unreachable symbols
S — AB|AC :

A —aAb|e

B —DbA

C —bCa , ;

D — AB $° o

OR

Define PDA and design PDA to accept the language by final state method.

LM)={wCo"|oe (an) and " is reverse of ®}

Convert the followmg grammar to CNF

~'§5 ASB|e
A —aASja - CMRIT LIBHARY
B‘-‘)SbslAlbb 5 4 W\[\J( [\L\_)t L— uUJ(L.T

Consider the grammar
E — E + E[B* E|(E)lid :
Construct LMD, RMD and parse tree for the string (id + id * id).

, Module-4
Define Turing Machiné (TM). Design a TM for language
L={0"1"|n> 1}.Show that the string 0011 is accepted by ID.
Explain multiple TM with a neat diagram.
Explain any two techniques for TM construction.

20of3
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OR v
Design a TM for the language L = {1"2"3" |n> 1} show that the string 112233 is accepted
by ID. (12 Marks)
Demonstrate the model of Linear Bounded Automata (LBA) with a neat diagram. (08 Marks)

Module-5 ,

Show that Apra is decidable. p ( (05 Marks)
Define Post Correspondence Problem (PCP) Does the PCP. w1th two list x = (b, bab’, ba)
y = (b, ba, b) have a solution, , : (08 Marks)
Explain quantum computation. ' - / (07 Marks)

: ’ (.,I‘iH” LIS RARY

BANGALS ,;e-— - 560037

‘ OR

Prove the Aty 1S undemdable (05 Marks)
Does the PCP with two list x = (0, 01000, 01), y-= (000 01, 1) have a solution. (05 Marks)
State and explain Church Turning Thesis in detall (10 Marks)

Hok k ok k

3of3



