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Answer Any FIVE FULL Questions Marks 
OBE 

CO RBT 

1 Define the terms Self information content, average information content, average rate of 

information and hence derive the expression for average information content in long 

independent sequences. 

10 CO1 L1 

2 Mention different properties of entropy and prove that entropy is additive. 10 CO1 L2 

3 The state diagram of a Markov source is shown in the fig. 3. Show that 𝐺1 ≥  𝐺2  ≥ 𝐻. 
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Fig. 3 
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4 Consider a discrete memory less source 𝑆 = (𝑋, 𝑌, 𝑍) Given its second order extension 

source symbols and probabilities as given in Table 1, compute the code words, efficiency 

and redundancy using Shannon-fano algorithm. 

Table 1: Data for question 4 and question 5 
Symbol Probability Symbol Probability 

XX 0.25 YZ 0.06 

XY 0.15 ZX 0.10 

XZ 0.10 ZY 0.06 

YX 0.15 ZZ 0.04 

YY 0.09 
 

10 CO2 L2 

5 Consider a discrete memory less source 𝑆 = (𝑋, 𝑌, 𝑍) Given its second order extension 

source symbols and probabilities as given in Table 1, compute the code words, efficiency 

and redundancy using Huffman encoding algorithm. 

10 CO2 L3 

6 Explain the Shannon’s encoding algorithm, clearly indicating the steps involved with the 

help of a simple example. 
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