50, will be treated as malpractice.

, compulsorily draw diagonal cross lines on the remaining blank pages.

2. Any revealing of identification, appeal to evaluator and /or equations written eg, 42+8

Important Note : 1. On completing your answers

17EC741

Multlmedla COmmumcatlon

“Time: 3 hrs. AN, Max. Marks: 100

Note: Answer any FIVE full questions} chbbsing ONE full question f}om each module.

Module—l

List the five basic types of commumcatlon network that;are used to provide multimedia
services. Explain with a neat diagram:

(i) DataNetworks

(i1) Integrated Services Dlgltal Network (10 Marks)
Explain the principle of operatlon of packet switched network with neat diagrams. (07 Marks)
Derive the maximum block size that should-be used over a channel which has BER
probablhty of 10'4 if the probability of a block containing an error and hence being discarded

is to be 107 b Y _ (03 Marks)
Y I, “/~OR A

Explain 'with neat diagrams, Movie on Demand and Near Movie on Demand

(MOD/N-MOD) application. (08 Marks)

Explain the operational modes of multipoint conferencmg with neat diagrams. (06 Marks)

Determine the propagation delay associated with'the following communication channels:

(i) A connection through’a private telephone network of 1 km

(i) A connection through a PSTN of 200:km

(i) A connection over a satellite channel 0£50,000 km

Assume ve1001ty of propagation of a 51gna1 in the case of (1) and (ii) is 2 x 10® m/sec and in

the case of(m) is3 x 108 m/sec.. © by (06 Marks)
' “Module-2 ;

Explain the principle of operation of PCM speech CODEC with a block diagram. Also

explain cornpressor and expander. (08 Marks)

Explain Interlaced Scanningprinciple with a'diagram. (06 Marks)

Derive the bit rate and<the memory requlrements to store each frame that result from the
digitization of a 525 line system assuming a 4:2:2 format. Also find the total memory
required to store a 1.5 hour movie/video.” (06 Marks)

(R, ;' OR
With the aid‘of diagram, explain the following:
(i) Aspectratio of dlsplay screen
(i) Raster scan o
(iii) 4:2:2 (08 Marks)
Explain different types: of text in detail. (06 Marks)
Assuming the bandwidth of a speech signal is from 50 Hz through to 10 kHz and that of a
music signal is from 15 Hz through to 20 kHz, derive the bitrate that is generated by the
‘digitization procedure in each case assuming the Nyquist sampling rate is used with 12 bits
per sample for the speech signal and 16 bits per sample for the music signal. Derive the
memory required to store a 10 minute passage of stereophonic music. (06 Marks)

1 of2
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Module-3 )
A message comprising of a string of characters w1th probab111t1es e=03,n=03,t=02,
w=0.1,-=0.1 is to be encoded. The message is went Compute the arithmetic code word.

(08 Marks)
With the aid of diagrams, explain JPEG encoder. (08 Marks)
Explain CPU management in multimedia operating system. ~ % ‘ (04 Marks)

+OR
A message and its probability of oceurrence of each character i is‘as follows
Aand B=025,C and D = 0.14,E, F,/G and H = 0.055. 3
(1) Use Shannon’s formula to denve the minimum average number of bits per character.

(ii) Construct the Huffman code tree and derive a suitable'set of code word. (08 Marks)

Explain the prmc1p1e of LZW compression. (06 Marks)

Explain the main features of distributed multimedia’ system (06 Marks)
& Module-4

Explain Linear Predlctlve coding encoder and, decoder with neat schematic. (08 Marks)

A digitized video“is to be compressed usmg ‘the MPEG-1 Standard. Assuming a frame
sequence of I BBP BBP BBP BBL... and average compression ratios of 10:1 (I), 20:1 (P)
and 50:1/(B), derive the average b1t rate that is generated by the encoder for both NJSC and

PAL formats. o~ : (08 Marks)

Explain different frame types. L) " (04 Marks)
OR .

Explain DPCM encoder, and decoder with a neat diagram. ’ (10 Marks)

What do you understand by the terms:

(1) Group of pictures (i1) Prediction: span (1i1), Motlon compensation

(iv) Motion estimation (v) Temporal masking \ (10 Marks)

Module-5

Explain scalable rate control with.a neat block diagram. (10 Marks)

ExplainzVideo streaming architecture with a neat diagram. (10 Marks)
OR CMRIT LIBRARY

Discuss briefly about Integrated Packet Networks. BANGALORE - 560 037 (10 Marks)

= Explam briefly about errors and losses in ATM (10 Marks)

»*****

20f2



Module 1

1. (a) Five types of Multimedia Networks are:

e Telephone Networks - Telephony

e Data Networks — Data Communications

e Broadcast Television Networks — Broadcast TV
e Integrated services digital Network

e Broadband Multiservice networks

Data Networks

» Designed to provide basic data communication services such as email and general file transfer

»  Most widely deployed networks: X.25 network (low bit rate data) not suitable for multimedia
and the Internet (Interconnected Networks)

« Communication protocol: set of rules (defines the sequence and syntax of the messages) that are
adhered to by all communicating parties for the exchange of information/data

» Packet: Container for a block of data, at its head, is the address of the intended recipient
computer which is used to route the packet through the network

» Open systems interconnections (OSI)- is a standard description or "reference model" for how
messages should be transmitted between any two points in a telecommunication network

» Access to homes is through an Internet Service provider (ISP)

»  Access through PSTN or ISDN (high-bit rate)

Enterprise—wide private network,/intranst

Server computer Desktop PC or works

Clobal Internet

backbone netwark

Home

Desktop PC A workstation

Access wia the
PSTM with modems
or the ISDM

Internet service
provider (ISP) network

Server computer

local area netwoerk S = gatewecny
integrated services digital nerwork

» Business users obtain access either through site network or through an enterprise-wide private
network (multiple sites)



Universities with single campus use a network known as the Local Area Network (LAN).
However bigger universities with more than one campus use enterprise wide network

If the communication protocols of the computers on the network are the same as the internet
protocols then the network is known as an intranet (e.g large companies and universities)

All types of network are connected using a gateway (router) to the internet backbone network
Router - a router is a device or, in some cases, software in a computer, that determines the next
network point to which a packet should be forwarded toward its destination

Packet mode — Operates by transfer of packets as defined earlier

This mode of operation is chosen because normally the data associated with data applications is
in discrete block format.

With the new multimedia PCs packet mode networks are used to support in addition to the data
communication applications a range of multimedia applications involving audio video and speech

Integrated Services Digital Networks

Started to develop in the early 1980s to provide PSTN users the capability to have additional
services

Integrated Services Digital Network (ISDN) in concept is the integration of both analogue or
voice data together with digital data over the same network.

ISDN is a set of ITU standards for digital transmission over ordinary telephone copper wire as well as
over other media. Home and business users who install an ISDN adapter (in place of a modem) can see
highly-graphic Web pages arriving very quickly (up to 128 Kbps). ISDN requires adapters at both ends of
the transmission so your access provider also needs an ISDN adapter. ISDN is generally available from
your phone company

DSL (Digital Subscriber Line) is a technology for bringing high-bandwidth information to homes
and small businesses over ordinary copper telephone lines.

Assuming your home or small business is close enough to a telephone company central office that
offers DSL service, you may be able to receive continuous transmission of motion video, audio,
and even 3-D effects.

Typically, individual connections will provide from 1.544 Mbps to 512 Kbps downstream and
about 128 Kbps upstream. A DSL line can carry both data and voice signals and the data part of
the line is continuously connected.

Access circuit that allows users either two different telephone calls simultaneously or a
telephone call and a data network



Digital subscriber line

5L
2 o= Oa kbps 1 Single 128kbps
switched channel switched channel

Aggregation electronics

. Twwo ind
single 1.572 0 AMbps channel Integrated SBrV'Ckes -.—-—""-_—-

[primary rate access) digiﬁ;:l:éDnsl:l ' '-_\__’ S kbps

[bosic ro

-~ Y

Single &4kbps P = S kbps
swwitched charnnel 1 swwitched channel

Conwventional analog phons

= nehaork fermination equipment

» DSL supports two 64 kbps channels that can be used independently or as a single combined
128kbps channel (additional box of electronics). This is known as the aggregation function

(b) Packet Switched Network
» There are two types of packet-mode network

- Connection Oriented (CO)

(a)

o PSET I~ Ut
co Pﬂtkélﬂ‘tﬂchmg routing tabla: WCIT Alink] —= WCIZ,/link2
_____ nehwor VCI2/Link2 — WCI1 /Link]
PSEZ

rcuting tabla: WCI2/link] —= WCI3,/link3
VIZI3/ Link3 —= WCI2/Link 1

PSE3
B routing fable: VCI3,/link] —= VCl4/link2
WCl4,/link2 — WCI3/Link]

« Asthe name implies a connection is established prior to information interchange

«  The connection utilizes only a variable portion of the bandwidth of each link and known as
virtual circuit (VC)



To set up a VC the source terminal sends a call request control packet to the local PSE which in
addition to the source and destination addresses holds a short identifier known as virtual circuit
identifier (VCI)

Each PSE maintains a table that specifies the outgoing link to use to reach the network address

On receipt of the call request the PSE uses the destination address within the packet to determine
the outgoing link

The next free identifier (VCI) for this link is selected and two entries are made in the routing
table

Connectionless

{b)

CL packetswitching
netwark

In connectionless network, the establishment of a connection is not required and they can
exchange information as and when they arrive

Each packet must carry the full source and destination address in its header in order for each PSE
to route the packet onto the appropriate outgoing link (router term used rather than PSE)

In both types each packet is stored in a memory buffer and a check is performed to determine if
any transmission errors are present in the received message. (i.e 0 instead of a 1 or vice versa)

If an error is detected then the packet is discarded known as best-effort service.
All packets are transmitted at the maximum link bit rate

As packets may need to use the same link to transfer information an operation known as store-
and-forward is used.

The sum of the store and forward delays in each PSE/router contributes to the overall transfer
delay of the packets and the mean of this delay is known as the mean packet transfer delay.

The variation about the mean are known as the delay variation or jitter



()

Example of connectionless mode — Internet

Examples of connection oriented network — X.25 (text) and ATM (multimedia)

Derive the maximum block size that should be used over a channel
which has a mean BER probability of 10~ if the probability of a block
containing an error - and hence being discarded - is to be 10,

Answer:

y=1-(1-P)¥
Hence 0.1=1-(1-10HY and N=950 bits
Alternatively, Fy = NX P

Hence 0.1=Nx10"* and N=1000 bits

(a) Movie on Demand/Near Movie on Demand

The entertainment applications require higher quality / resolution for video and audio since wide-
screen televisions and stereophonic sound are often used

Settop box with
PSTM,/ cable access network integral high bit

rate modem

Low bit rate
inferaction channel

* g

ovie/video Video
dotabose Ej_ e

Hi?h bit rate channel

or video stream



» Normally the subscriber terminal comprises television with a selection deive for interation
purposes

»  The user interactions are relayed to the server through a set-top-box (STB) which contains a high
speed modem

* By means of the menu the user can browse through the movies/videos and initiate the showing of
a selected movie. This is known as Movie-on-demand or Video-on-demand.

» Key features of MOD

. - Subscriber can initate the showing of a movie from a library of movies at any time of the day
or night

 Issues associated with MOD

. - The server must be capable of playing out simultaneously a large number of video streams
equal to the number of subscribers at any one time

. - This will require high speed information flow from the server (multi-movies + multi-copies)

. In order to avoid the heavy load there is another mode of operation used. In which requests are
queued until the start of the next playout time.

[-AACD
Subscriber g
S8
é_ I
3.4
1.2 /
+ + + ' + + ' = [im=
1AL 2[A] 2B | 44 50C) ----- -®  Subscriber [requests]
Pleryout intervals
MDD = moviecndemand MO0 = near moviecndemand

» This mode of operation is known as the near movie-on-demand (N-MOD)

2. (b) Multipoint Conferencing
»  Multipoint conferencing is implemented in one of two ways
- Centralized mode
- Decentralized mode
Centralized mode
e This mode is used with circuit switched networks such as PSTN and ISDN



Q) Centralized Mode

(a)

Conference
server

Circuitswitched network
(PSTIN /1SDIN)

»  With this mode a central server is used

»  Prior to sending any information each terminal needs to set up a connection to the server

*  The terminal then sends the information to the server.

e The server then distributes this information to all the other terminals connected in the conference

(ii)Decentralized Mode

(b)

Packet-switched network
supporting mulr_icgsting
(LAM/Infemet /Intranet)

7

» The decentralized mode is used with packet-switched networks that support multicast
communications

+ E.g— LAN, Intranet, Internet

» The output of each terminal is received by all the other members of the conference/multicast
group

»  Hence a conference server is not required and it is the responsibility of each terminal to manage
the information streams that they receive from the other members



(iiii)Hybrid Mode

AL

Conference
server

Circuitswitched Packetswitched network
natwork with multicasting

= attached terminal /computer

» This type of mode is used when the terminals are connected to different network types
In this mode the server determines the output stream to be sent to each terminal
2. (C)

Determine the propagation delay associated with the following commu-
nication channels:

(1) a connection through a private telephone network of 1 km,

(i) a connection through a PSTN of 200 km,

(i11) a connection over a satellite channel of 50000 km.

Assume that the velocity of propagation of a signal in the case of (i) and
(i) is 2 x 108 ms~! and in the case of (iii) 3 x 108 ms~!.

Answer:

Propagation delay Tp = physical separation/velocity of propagation

* Pre=s ].()3 - R
(1) /p=—2x108=:)xlﬂ“hs
= .. 200x103 e
(ii) T,= S 1P =10-3s

. bx10t . .

Gii) 2= 1.67x10s

P~ 3x10%



Module 2

3. (a) PCM Speech CODEC
It is a digitization process. Defined in ITU-T Recommendations G.711.PCM consists of encoder
and decoder
It consists of expander and compressor. As compared to earlier where linear quantization is used
— noise level same for both loud and low signals.
As ear is more sensitive to noise on quite signals than loud signals, PCM system consists of non-
linear quantization with narrow intervals through compressor. At the destination expander is used
The overall operation is companding. Before sampling and using ADC, signal passed through
compressor first and passed to ADC and quantized. At the receiver, codeword is first passed to
DAC and expander.
Two compressor characteristics — A law and mu law

(a)

Signal encoder Signal dacoder

SFee:h ‘ Bandlimifing | linear [L ‘ Ik low ‘ Speech
input Hlier Comprssor sc [t PSIN ‘ DAC Expander pass ‘ output

signal ‘ filer | | signa

(k)

Linear
11 quantization -
intervals

0=

T -

4]
- 00

o1 -

—HOO==00

U=0—0=0=0=0—0~0

o =

00

H=00—=00——=00—=00)

o]
— ¥
0
%
=5
[

(== 0= 0|=0==0=0)

|
<

— Input signal




(<)

A
vy RV
Output
»  from
expander
—v
s v_:"
E Quantization code
Segment code
Polarity bit
_v'
C Output from DAC
Mote that in the G711 standard a 3-bit segment code and 4-bit quantization code are used.

3. (b) Interlaced Scanning

» Itis necessary to use a minimum refresh rate of 50 times per second to avoid flicker

» Arrefresh rate of 25 times per seco

nd is sufficient

» Field: The first comprising only the odd scan lines and the second the even scan lines The two

field are then integrated together in the television receiver using a technique known as

Figure

Z2.19 Interlaced scanning principle=s.

Lo

Lo

e e
' [ - 1
- T
— . =t —=- - ——————_ —B 1
h"‘u.._ '
|
i
T '
T
I “{:
T t e
= = + T =
- U e T~ ———— e ——__ —
— == T
| o -] ]
_I_._q,__t\i\__-___ ‘—-__l_____
[ i e i 4
e |




3.(c)

IDerive the bit rate and the memory reguircments o svore each frame
that result from the digitization of both a 525-1line and a 625-line systerm
assuming a 4:2:2 formac Also find the voml]l memory reguired o store a
1.5 howur mowvie S wvideo.

Az szerers

52Z5-line sysberm: The number of samples per line is 720 and the
number of visible lines is 480, Hence the resolution
of the luminance () and ewo chrominance (& and
) signals are:

W = T2 = A4S0

= G, — 360 = 480

Bit rate: LLime sampling rate is fixed at 13.5 MHz for ¥ and
6.75 MHx for both C, and <, all with 8 bits per
sample.

Hencoe: Bit rate = 13.5 = 10%:x 8 + 2 (6.75 > 10° = 8) = 216 Mbps

Memory reguired: Memory reguired per line = 720 = 8 + 2 (360 > 8)
= 11 520 bits or 1440 bytres

Hence memory per frame, each of 480 lines = 480 > 11 520
= 5.5296 Mbits or 69 1.2 kbyvoes

amnd memory v store 1.5 hours assuaming 60 frames per second:
= 691.2 > 60 > 1.5 > F3600 kKbhyvoes
= Z23 9488 Ghyvres

625-line systberrn: Resolutior: ¥ = T20 >~ 576
G, — G, — 360 = 576
Bit rate = 13.5 > 109 8 + 2 (6.75 > 10% xx 8) = 216 Mbps
Memory per frame = 576 > 11 520 = 6.635 55 Mbits or 820. 44 kbytes

and memory v store 1.5 hours assaming 50 frames per secord:
= B29. 44 = 50 = 1.5 = 3600 kbyres
= 223.9488 Gbhyvues

It should be noved that, in practice, the bit rave figures are less than the
compured values since they include samples during the retrace times
when the bheam is swinched off. Nevertheless, as we can deduce from the
compured values, both the bit rave and the memory requirsments are
wvery large for both systems and it is for this reason that the various
lower resolution formats have been defined.

4.(a)
(i) Aspect Ratio

« This is the ratio of the screen width to the screen height ( television tubes and PC monitors have
an aspect ratio of 4/3 and wide screen television is 16/9)

(i) Raster Scan
The picture tubes used in most television sets operate using what is known as a raster-scan;
this involves a finely-focussed electron beam being scanned over the complete screen



(i)

Television,/computer manitor

Scanning

elecironics Screen coated with a
. 2-dimensional matrix of pixels
Vi N |J—| ~ 5 each comprising a set of
V. e— |FIITIIEIIiiiiiom three c-:-l_qr phosphors which
A ] “id, are sensitive fo the R, G and B

Vi / signal levels

Cathode ray
tube [CRT)

i Scan line 1

[

lﬂme

1 frame
™ Harizontal refrace

Vertical retrace

R N

M= 525 [NTSC) and 625 (PAL/CCIR/SECAM)
Frame refresh rate = &0 times per secand [MNTSC)
= 50 times per second [PAL/CCIR/SECAM)

Progressive scanning is performed by repeating the scanning operation that starts at the top left
corner of the screen and ends at the bottom right corner follows by the beam being deflected back
again to the top left corner

Frame: Each complete set of horizontal scan lines (either 525 for North & South America and
most of Asia, or 625 for Europe and other countries)

Flicker: Caused by the previous image fading from the eye retina before the following image is
displayed, after a low refresh rate (to avoid this a refresh rate of 50 times per second is required)
Pixel depth: Number of bits per pixel that determines the range of different colours that can be

produced
Colour Look-up Table (CLUT): Table that stores the selected colours in the subsets as an
address to a location reducing the amount of memory required to store an image

4:2:2 Standard

Eye have shown that the resolution of the eye is less sensitive for color than it is for
luminance

The original digitization format used in Recommendation CCIR-601



A line sampling rate of 13.5MHz for luminance and 6.75MHz for the two chrominance
signals
The number of samples per line is increased to 720
The corresponding number of samples for each of the two chrominance signals is 360 samples
per active line
This results in 4Y samples for every 2Cb, and 2Cr samples
The numbers 480 and 576 being the number of active (visible) lines in the respective system

4. (b) Different Types of Texts

Unformatted text: Known as plain text; enables pages to be created which comprise strings of
fixed-sized characters from a limited character set

Formatted Text: Known as rich text; enables pages to be created which comprise of strings of
characters of different styles, sizes and shape with tables, graphics, and images inserted at
appropriate points

Hypertext: Enables an integrated set of documents (Each comprising formatted text) to be created
which have defined linkages between them

Unformatted Text — The basic ASCII character set

Control characters

(Back space, escape, delete, form feed etc)

Printable characters

(alphabetic, numeric, and punctuation)



» The American Standard Code for Information Interchange is one of the most widely used
character sets and the table includes the binary codewords used to represent each character (7 bit
binary code)

o
~
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Qa0
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—=|=|0

o)==
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NUL [ D
SOH | D
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ECT | D
ENG | N
ACK | 5YM
BEL | ETB
BS | CAN| |
HT | EMA )
IF | suUB | *
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Unformatted Text — Supplementary set of Mosaic characters

O O 0 0
G P N N O N A
positions = = = =
5 O 1 O 1 O 1 8] 1

4123 |21
Qo0 |0 @ P
0|0 0|1 A Q
0|01 |0 B R
oD 1|1 C S
|10 |0 D T
o101 E U
OO F W
o111 L= W
1 Qoo H b
11O | b
oo J Z
1 (O] K [
T[1|0|O L ™
11O ) 1
L1 |o ™
Tl |1 O —

The characters in columns 010/011 and 110/111 are replaced with the set of mosaic characters;
and then used, together with the various uppercase characters illustrated, to create relatively
simple graphical images

A —
1
Z
25 3
| |
A T
25 LAA [ L/ < |+
.'r i LY LA .l —

Mote: Grid only included as o template.



Although in practice the total page is made up of a matrix of symbols and characters which all
have the same size, some simple graphical symbols and text of larger sizes can be constructed by
the use of groups of the basic symbols

Formatted Text

—B==FONT SIFZE=d>==FP>=Formattesd Te=zxbt=, P>
= S B FOTT =
= FP>="Thi = i= = szamppelses o b EFormatcted et ic drnclude=s - = F P>

=FOoOIMTT SIZmE=3=>=>
= A FOM LD s I == FP>=Ttalics, = L= =R EOo 1ld-= B> =rcl =T I=TITrcdle=r1 i 11 i 1oy = ~ P =

S

=FOINT FACE="Fir=irch Scrripzt HMT"==FP=Different Fonts-=/"FOrNI'>= and -=FOoOrIT
SIZE=d>Font Sizes—= /P>

Formaltted te>xt

This is can example of formated rext, it includes:

fralics, Bold and Linderlining
Different Fants cnd Faont Sizes

» ltis produced by most word processing packages and used extensively in the publishing sector
for the preparation of papers, books, magazines, journals and so on..

«  Documents of mixed type (characters, different styles, fonts, shape etc) possible.

» Format control characters are used

* Hypertext — Electronic Document in hypertext

Previcus M st Return to home Search Your cwn Light on when
page page page facility directory searching/loading
O At 5’/ e - _;/ o=
|Buck|| Fud ||H|:|me||NeISeun:h ||Ne|Diredcr:r|
Lescation : e e Tt | =i Current
home
page
Poge | UNIVERSITY OF WONDERLAND
[Home
pags) ‘Welcome to the University of Wonderland, simply click on one of the
follewing to find cut more about:
* The University
* Acadamic departments w
® Research
® Admissions
g Tamea loWiaks ot i Status,”
Current
page

» Hypertext can be used to create an electronic version of documents with the index, descriptions of
departments, courses on offer, library, and other facilities all written in hypertext as pages with
various defined hyperlinks



HE

MNavigation toolset

Page 2 ADMISSIONS

The following pages contain all the infermation you nesd to know
about admissions ot U of W:

* Courses

* Accommeodation

* fFees »

* Scholarships

hapc i L' mrh oo ireclace bierd |

Mote: = Page 2 is displayed after clicking the cursor on ®Admissions of Page |
- =cted images can be used as o bockground.
e Hyperlinks can be either underlinad [as shown) or in a diferent color

» Anexample of a hypertext language is HTML used to describe how the contents of a document

are presented on a printer or a display; other mark-up languages are: Postscript, SGML (Standard
Generalized Mark-up language) Tex, and Latex.

4.(c)

Assuming the bandwidth of a speech signal is from 50 Hz through to
10kHz and that of a music signal is from 15 Hz through to 20kHz, derive
the bit rate that is generated by the digitization procedure in each case
assuming the Nyquist sampling rate is used with 12 bits per sample for the
speech signal and 16 bits per sample for the music signal. Derive the
memory required to store a 10 minute passage of stereophonic music.

Anser:

(i) Bit rates: Nyquist sampling rate =2 f =
Speech: Nyquist rate = 2 x 10kHz = 20kHz or 20 ksps
Hence with 12 bits per sample, bit rate generated
= 20k x 12 = 240 kbps
Music: Nyquist rate = 2 x 20kHz = 40 kHz or 40 ksps
Hence bit rate generated = 40Kk x 16 = 640kbps (mono)
or 2x640k = 12B0kbps (stereo)

(ii) Memory required: Memory required = bit rate (bps) »x time (s) /8 bytes
Hence at 1280kbps and 600 s,

. 1280 = 107 = 600
Memory required = B = 96 Mbytes




Module 3

5.(a)
(a)
Example character set and their probabilifies:
e=03,n=031t=02,w=01,.=0]
0 0.3 0.6 0.8 0.9 1 =— Cumulative
Character I ' ! | ' I probabilities
e e n ot W [
(b)
1.0 7 0.83 7 0.818 T 0.8162 T
0.9 0.827 — 0.8171 ——_/70.8'-502 -
w w
0.8 — 0.824 — 0.8162 0.81584 —
t t
0.6 0.818 — 0.8144 0.81548 |
n n
0.3 7 0.809 — 08117 T 0.814%94 —
e e e
0 - 08 ————08 — 0.809 —— 0.8144 —

Encoded wversion of the character string went. is a single codeword in the range 0.814 02 = codeword < 0.8142

5.(b) JPEG Encoder
* The Joint Photographic Experts Group forms the basis of most video compression algorithms
* Source image is made up of one or more 2-D matrices of values

*  2-D matrix is required to store the required set of 8-bit grey-level values that represent the
image

*  For the colourimage if a CLUT is used then a single matrix of values is required
* Ifthe image is represented in R, G, B format then three matrices are required

. If the Y, C;, C, format is used then the matrix size for the chrominance components is smaller
than the Y matrix ( Reduced representation)
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Once the image format is selected then the values in each matrix are compressed separately using
the DCT

In order to make the transformation more efficient a second step known as block preparation is
carried out before DCT

In block preparation each global matrix is divided into a set of smaller 8X8 submatrices (block)
which are fed sequentially to the DCT

Once the source image format has been selected and prepared (four alternative forms of
representation), the set values in each matrix are compressed separately using the DCT)
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Matrix of values to be compressed

Bk T | BlkZ | Bk3 |---—--

Forward
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b & # &

Bl ~ | 8

] B

Block preparation is necessary since computing the transformed value for each position in a
matrix requires the values in all the locations to be processed

Each pixel value is quantized using 8 bits which produces a value in the range 0 to 255 for the R,
G, B or Y and a value in the range —128 to 127 for the two chrominance values Cy and C,

If the input matrix is P[x,y] and the transformed matrix is F[i,j] then the DCT for the 8X8 block
is computed using the expression:

1 1 2x+Diz _ (2y+) ]~
FIi, j]= () ();;P[x y]cos T C0S 6

All 64 values in the input matrix P[x,y] contribute to each entry in the transformed matrix F[i,j]
For i =j = 0 the two cosine terms are 0 and hence the value in the location F[0,0] of the
transformed matrix is simply a function of the summation of all the values in the input matrix
This is the mean of all 64 values in the matrix and is known as the DC coefficient

Since the values in all the other locations of the transformed matrix have a frequency coefficient
associated with them they are known as AC coefficients

for j = 0 only the horizontal frequency coefficients are present

for i = 0 only the vertical frequency components are present

For all the other locations both the horizontal and vertical frequency coefficients are present
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Fli, 1= 8 » 8 matrix of ransformead values /spatial frequancy coefficients

In FLi ] I:l = DC costicient I:l = AC coeflicients

';H = horizontal 5pc|1io| frequenc—,.-‘ coefficient
* = vertical spatial frequency coefficient

The values are first centred around zero by subtracting 128 from each intensity/luminance value
Using DCT there is very little loss of information during the DCT phase

The losses are due to the use of fixed point arithmetic

The main source of information loss occurs during the quantization and entropy encoding stages
where the compression takes place

The human eye responds primarily to the DC coefficient and the lower frequency coefficients
(The higher frequency coefficients below a certain threshold will not be detected by the human
eye)

This property is exploited by dropping the spatial frequency coefficients in the transformed
matrix (dropped coefficients cannot be retrieved during decoding)
In addition to classifying the spatial frequency components the quantization process aims to
reduce the size of the DC and AC coefficients so that less bandwidth is required for their
transmission (by using a divisor)

The sensitivity of the eye varies with spatial frequency and hence the amplitude threshold below
which the eye will detect a particular frequency also varies

The threshold values vary for each of the 64 DCT coefficients and these are held in a 2-D matrix
known as the quantization table with the threshold value to be used with a particular DCT
coefficient in the corresponding position in the matrix
The choice of threshold value is a compromise between the level of compression that is required
and the resulting amount of information loss that is acceptable

JPEG standard has two quantization tables for the luminance and the chrominance coefficients.
However, customized tables are allowed and can be sent with the compressed image



T cosficients Qwantized coeficients

Quantization table

From the quantization table and the DCT and quantization coefficents number of observations
can be made:

- The computation of the quantized coefficients involves rounding the quotients to the nearest
integer value

- The threshold values used increase in magnitude with increasing spatial frequency

- The DC coefficient in the transformed matrix is largest

- Many of the higher frequency coefficients are zero
Entropy encoding consists of four stages
Vectoring — The entropy encoding operates on a one-dimensional string of values (vector).
However the output of the quantization is a 2-D matrix and hence this has to be represented
in a 1-D form. This is known as vectoring
Differential encoding — In this section only the difference in magnitude of the DC coefficient
in a quantized block relative to the value in the preceding block is encoded. This will reduce
the number of bits required to encode the relatively large magnitude
The difference values are then encoded in the form (SSS, value) SSS indicates the number of
bits needed and actual bits that represent the value
e.g: if the sequence of DC coefficients in consecutive quantized blocks was: 12, 13, 11, 11,
10, --- the difference values will be 12, 1, -2, 0, -1

120 | &0 A0 30 1 < [w] o 12 =1 = z o] ] [a]
-0 48 az 3 . 1 8] o “ 3 2 O O &) O
50 35 1 =« 2 O O o 3 2 o] al O O O
A0 = 5 1 1 O 8] 2 o o] O O o] O
Suantizer
5 1 o o Lo O 8] o o] o (o] l 8] o [
3 2 o] o o] O [a] o o] ] o] O o] ] [a]
1 1 8] o Lo 8] 8] o o] o (o] 8] 8] o [
o o] @] o [e] ] w] ] a] ] o] a] [a] ] [a]
10 10 15 20 25 30 as A0
10 15 20 25 30 35 A0 50
15 20| 25 30 35 Ele S50 [=1e
20 25 a0 35 A0 S50 atal 0
25 30 as A 50 | &0 | FO 80
30 35 A0 50 aTe] el a0 (=lal
35 A 50 [=1a} Fae 280 | 20 | 100
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In order to exploit the presence of the large number of zeros in the quantized matrix, a zig-zag of
the matrix is used

The remaining 63 values in the vector are the AC coefficients

Because of the large number of 0’s in the AC coefficients they are encoded as string of pairs of

values
Each pair is made up of (skip, value) where skip is the number of zeros in the run and value is the

next non-zero coefficient

63 1211109 8 7 6 5 43 2 1 0
o R —— olofol2]2|2|2]3|3]3 612

The above will be encoded as
(0,6) (0,7) (0,3)(0,3)(0,3) (0,2)(0,2)(0,2)(0,2)(0,0)

Final pair indicates the end of the string for this block

Significant levels of compression can be obtained by replacing long strings of binary digits by a
string of much shorter codewords

The length of each codeword is a function of its relative frequency of occurrence

Normally, a table of codewords is used with the set of codewords precomputed using the
Huffman coding algorithm

In order for the remote computer to interpret all the different fields and tables that make up the
bitstream it is necessary to delimit each field and set of table values in a defined way

The JPEG standard includes a definition of the structure of the total bitstream relating to a
particular image/picture. This is known as a frame

The role of the frame builder is to encapsulate all the information relating to an encoded
image/picture



5.(c) CPU Management in Multimedia Operating System
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([EDF) and rate monitoring gl ] h EDF, each task is preemptive and is assigned

! iy according to the deadling) The highest priority is assigned to the job with the earliest” -
? 1” ine. and tasks are executed in a priority order. When a new task arrives, the scheduler
mr- cvecuted is preempted and the new task gets served immediately. The interrupted process

s cumed later from the interruption point. Otherwise, the new task will be put in an appropri-
ate position

o With rate-monotonic sgh¢dulin5) each task is pre-empted and is assigned a priority
.-~ordine to the request rate/ The highest priority is assigned to the job with the highest rate. In
contrast 10 EDFE. such assignménts are performed only at the connection establishment time and
zined through the lifetime of the connection. For preemptive periodic tasks, rate-mono-
wnic scheduling is optimal in the sense that no other-static algorithm can schedule a task that the
rale-monotonic algorithm cannot also-schedule [4.24].

Comparing these two algorithms,/EDF is more dynamiﬁ) It has to be executed frequ.er'nly
and thus incurs higher scheduling overhea@e advantage is that it can ac?lieve processor utllhz.a-
ion up 10 100%. On the other hand, a raté-monotonic algorithm is staticjbecause the_prionty
assignment is only caleulated once. Because the priorities are assigned according to the request
rate. more contex{ switches occur in rate-monotonic scheduling than EDF. '.I'he \_avorst—case Upl?ef
Pound of the process use is about 69% even though, on the average, the use 1s Smtabl?of::ir c-o:tsm-
“ous media applications because it has no scheduling overhead and is optimal for penodic jobs.

6. (a)

A series of messages is to be transferred between two computers over a
PSTN. The messages comprise just the characters A through H. Analysis
has shown that the probability (relative frequency of occurrence) of
each character is as follows:

Aand B=0.25, Cand D =0.14, E,F G, and H=0.055

(a) Use Shannon’s formula to derive the minimum average number of
bits per character.

(b) Use Huffman coding to derive a codeword set and prove this is
the minimum set by constructing the corresponding Huffman
code tree.



(a)

A AQ 25— = AO.25— = AQ25 0.28
B BO25 — = BO 25— B 0.25 0.25
C COla—— = CO.ld___ 0.22 0.25 |
D DO.la— > DO.14—__ ™~ C0.14 0.22 |
E 011l——= O 11 (1™ D0 14|
F E0.055 (1) 0.11 Q)

e F0.055 (O -
'_
.
B
c
=
_|
(b)
0.A47
o
0.22
~ o — .
0.1 IS
;/.\1 C/\
FO.055 EO.055 H0.055
Weight order — 0.055 0.055 0.05

6.(b) LZW Compression

Dictionary contents: M~JLIL 8]

lIndex = Bhbils) =OH 1 These locations used to

~ hald the codewords of
i 1 the basic character set

CEL 127
3 This 128
= is 123

ThE."SE? |':":C|ri':'r'l5 USEd t

as 1317 hold Ihe COdE"-"‘\-"OI'dS ':'[

- e the characters that make
- it 132 up each new waord that
1323 occurs in the fext string
Thisuisosimplesosyituis i
255

This is sent using the index of the word is [129)

Each character is sent using the index of the individual character
in the basic character set

» The principle of the Lempel-Ziv-Welsh coding algorithm is for the encoder and decoder to build
the contents of the dictionary dynamically as the text is being transferred

+ Initially the decoder has only the character set — e.g ASCII. The remaining entries in the
dictionary are built dynamically by the encoder and decoder

 Initially the encoder sends the index of the four characters T, H, I, S and sends the space character
which will be detected as a non alphanumeric character



It therefore transmits the character using its index as before but in addition interprets it as
terminating the first word and this will be stored in the next free location in the dictionary

Similar procedure is followed by both the encoder and decoder

In applications with 128 characters initially the dictionary will start with 8 bits and 256 entries
128 for the characters and the rest 128 for the words

0

127
128 |
is | 129

Index incremented ! . Bxsting dictionary

o @ bils : :
fish | 255
pond | 256 ]

257
| \ > Extended dictionary

¥ 511J

= Basic CI'ICII'E]CE‘I' sef

Initicl index -
= 8 bits i

A key issue in determining the level of compression that is achieved, is the number of entries in
the dictionary since this determines the number of bits that are required for the index

6. (c) Features of Distributed Multimedia System

Technology integration

-Integrates information, communication and
<vstems to form a unified digital processing environment.

A,,;[rimc’dia integration—Accommodates discrete data as well as continuous data in an
—mwgrmed environment.

Real-time performance—Requires

computing

the storage systems processing systems and
transmission systems to have real-time performance. Hence, huge storage volume, high

network transmission rate and high CPU processing rate are required.
S_V_gemwide QoS support—Supports diverse QoS requirements on an end-to-end basis
along the data path from the sender, through the transport network and to the receiver.

Interactivity—Requires duplex communication between the user and the system and
allows each user to control the information.

Multimedia synchronization support—Presents the playback continuity of media

frames within a single continuous media stream, and temporal relationships among
multiple related data objects.

Standardization support—Allows interoperability despite heterogeneity in the

information content, presentation format, user interfaces, network protocols and
consumer electronics.



Module 4
7. (a) Linear Predictive Coding
All algorithms — sampling, digitization and quantization using DPCM / ADPCM
DSP circuits help in analyzing the signal based on the required features (perceptual) and then quantized
Origin of sound is also important — vocal tract excitation parameters
Voiced sounds-generated through vocal chords
Unvoiced sounds — vocal chords are open
These are used with proper model of vocal tract to produce synthesized speech

»  After analyzing the audio waveform, These are then quantized and sent and the destination uses
them, together with a sound synthesizer, to regenerate a sound that is perceptually comparable
with the source audio signal. This is LPC technique.

» Three feature which determine the perception of a signal by the ear are its:
— Pitch
— Period
— Loudness
Basic feature of an LPC encoder/decoder:
The i/p waveform is first sampled and quantized at a defined rate
Segment- block of sampled signals are analyzed to define perceptual parameters of speech

The speech signal generated by the vocal tract model in the decoder is the present o/p signal of speech
synthesizers and linear combination of previous set of model coefficients

Hence the vocal tract model is adaptive
Encoder determines and sends a new set of coefficients for each quantized segment
The output of encoder is a set of frames, each frame consists of fields for pitch and loudness

Bit rates as low as 2.4 or 1.2 kbps. Generated sound at these rates is very synthetic and LPC encoders are
used in military applications, where bandwidth is important
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7. (b)

A digitized video is to be compressed using the MPEG-1 standard.
Assuming a frame sequence of:

IBBPBBPBBPBBI...

and average compression ratios of 10:1 (I), 20:1 (P) and 50:1 (B),
derive the average bit rate that is generated by the encoder for both the

NTSC and PAL digitization formats.

Answer:
Frame sequence = IBBPBBPBBPBBI...

Hence: 1/12 of frames are I4rames, 3/12 are P-frames, and
8/12 are B-frames.

and Average compression ratio = (1 x 0.1 + 3 x 0.05 + 8 x 0.02) /12
=0.0342 or 29.24:1

NTSC frame size:
Without compression= 352 x 240 x 8 + 2 (176 x 120 x 8)
= 1.013760 Mbits per frame
With compression = 1.01376 X 1/29.24
= 34.670Kbits per frame

Hence bit rate generated at 30fps = 1.040 Mbps

7. (c) Different types of Frames

Frame type

— |-frame- Intracoded



» I-frames are encoded without reference to any other frames
»  GOP:The number of frame between successive I-frames
— P-frame:intercoded

» encoding of a p-frame is relative to the contents of either a preceding I-frame or a
preceding P-frame

»  The number of P-frames between I-frame is limited since any errors present in
the first P-frame will be propagated to the next

-B-frame:their contents are predicted using search regions in both past and future
frames

-PB-frame:this does not refer to a new frame type as such but rather the way two neighboring P- and B-
frame are encoded as if they were a single frame

-D-frame:only used in a specific type of application. It has been defined for use in movie/video-on-
demand application

(a)
Prediction Prediction
s v o . .
ncode B (o o) (" Tl (Il o (1
frame sequence [ : J | j ] \ j J |\ | ,| L PJ ‘ PJ ‘ | J
M=1
=1
N=3
- =
(b)
Prediction
Encoded .
ncoade il ( ey (o ( o (i
frame sequence [ : J |a | : J |\ j J L B } ‘ B J ‘ | )

Bidirectional predictions

M=3

N=6

Y

—
-

M = prediction span N = group of pictures (GOP) span
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8. (a) DPCM Encoder and Decoder
» DPCM is a derivative of standard PCM

For most audio signals, the range of the differences in amplitude between successive samples of the audio
waveform is less than the range of the actual sample amplitudes

(a)

DPCM signal encoder P(iM DPCI:M
Speech . | l ParalleHo-
Input s Bc:n?i:;;mng ADC Subtractor serial
signc:| converter

Register A
R




DPCM signal decoder PCM DPCM

Speech low 2 ] Serialo-
oulpu G |Tz:r] DAC egéster Adder parallel
signal J converter
Timing
+
confrol
(b) Sample N
- >l
- Ty *-;i -« T, > -
DPCM = PCM - R, R, =R, + DPCM
> [ime

Ry = current contents of register R and R} = new,/updated contents
The previous digitized sample value is held in reg R
Difference signal is by subtracting (Ro) from the digitized sample of ADC
Reg R is updated with the difference signal
The decoder adds the DPCM with previously computed signal in the reg
The o/p of ADC is also known as residual
There are schemes to predict the more accurate previous signal

The proportions used are determined by predictor co-efficients

8. (b)
(i) Group of Pictures

The number of frame between successive |-frames
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- >
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(i) Prediction Span
The number of frames between a P-frame and the immediately Preceding | or P frame.
(iii) Motion Compensation

Motion compensation uses the knowledge of object motion so obtained to achieve data compression
(iv) Motion Estimation

Motion estimation examines the movement of objects in an image sequence to try to obtain vectors
representing the estimated motion.

(V) Temporal Masking

— When the ear hears a loud sound,it takes a short but finite time before it can hear a
quieter sound

— Masking effect varies with freg-



— effect of temporal masking — signal amplitude decays after a time period after the loud
sound ceases and at this time signal amplitude less than decay envelope will not be
heard.

Signal ON Signal OFF
100 | ¢

80 A

20

Relative signal amplitude level (dB)

0 >
0 T T+350  Time (ms]

= Inaudible signal amplitudes

Module 5
9. (a) Scalable Rate Control

Challenge in multimedia application- how to deliver multimedia streams to users with minimal
replay jitters

Network based multimedia system-Layered structure system:
Application Layer(top)

Compression Layer

Transport Layer

Transmission Layer



Two techniques to reduce the impact of Jitter on Video Quality:

Traffic Shaping-Transport Layer approach

Traffic Pattern is shaped with desired characteristics such as maximal delay bounds, peak
rate etc.

Scalable Rate Control(SRC)-Compression Layer approach

source video sequence is compressed as per application’s requirement and available
network resource



In the fig shown in previous slide:

bit stream from the coder is fed into a buffer at a rate R’(t), served at some rate u(t),so that the
output R(t) meets the specified behavior

Bit stream is smoothed by the buffer whenever the service rate is below the input rate
Size of the buffer-determined by delay and implementation constraints

Traffic shaping and SRC together finds an appropriate way of bit stream description such that
output R(t) will meet the specification required

Two techniques of Rate Control:
Analytical model-based approach

Various distribution characteristics of the signal are considered. Leads to a theoretical
Optimization solution which is difficult to implement

Operational rate distortion R(D) based approach

Practical coding technique. Optimization solutions are developed using dynamic
programming or Lagrangian Multipliers

In the R(D) model-Distortion is measured in terms of quantization parameter

Rate control consists of 4 stages:



Initialization, Pre-encoding, Encoding and Post-encoding
Initialization:

Buffer size based on Latency

Subtracting the bit counts of the first frame from the total bit counts

Buffer fullness in the middle level






Video sequence is encoded first as an I-frame and subsequently as P-frames

Pre-encoded stage:

Target bit estimation, adjustment of target bit based on buffer status for each QP and VO

Encoding Stage:

Encoding the video frame,recording all actual bit rates and activating the MB layer rate control



Post-encoding stage:

Updation of Quadratic model, shape-threshold control

9. (b) Video Streaming Architecture
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10. (a) Integrated Packet Networks
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10. (b) Errors and Losses in ATM

* Inthe ATM Networks ,a cell can be lost due to two reasons:

(i)Channel errors

(ii)Limitations of network capacity and Statistical multiplexing



* If an uncorrectable error occurs in the address field of an ATM cell, the cell will not be delivered
to the right destination and the cell is considered to be lost.

* A Buffer can be used to absorb the instantaneous traffic peak to some extent, but the buffer
overflow in case of congestion.

* Inthe case of network congestion or buffer overflow, the network congestion control protocol
will drop cells.

* Cell discarding can occur on the transmitting side if the no.of cells generated are in excess of
allocated capacity or it can occur on the receiving side if a cell has not been arrived within the
delay time of the buffer memory.

* Insuch cases the sender could be informed by the network traffic control protocol to reduce the
traffic flow or to switch to a lower grade service mode by sub sampling and interlacing.

*  ATM have cells and packets as multiplexing units that are shorter than a full cell.

* By means of network framing, appropriate control information is added to each multiplexing
unit.

* Network framing is used to detect and to possibly correct lost and corrupted multiplexing units
* Errors may be detected by a CRC of sufficient length.

* Lossis detected by means of sequence numbers which turn it into erasures.

* Sequence number is based on the number of transferred data octets.

* Errors and losses can be identified by a CRC on the application frame after reassembly.

* Itis important that frame length is known a priori because the frame length of a faulty frame is
uncertain.

* Failed CRC could be caused by a bit error.
* Alost or corrupted network frame would be retransmitted
There are complications in retransmission for video:

* The delay requirements might not allow it because it adds another round trip delay which
violates the end to end delay requirements.

* Thejitter introduced is higher than that induced by queuing.
Several reasons to be cautious of FEC of cell and packet loss:

* Adds a complex function to the system which will reflect in cost.



* The interleaving adds delay.

e Loss caused by multiplexing overload is likely to be correlated as more traffic bursts can occur
which the code cannot correct.
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