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Marks 

OBE 

PART-I (Answer any TWO) CO RBT 

1. Compare the characteristics of parallel and distributed system. Draw and 

explain the layered view of distributed system. 
[10] 

 

CO2 
 

L2 

2. What are the various hardware architectures for parallel processing? 

Discuss each type and draw appropriate diagrams 
[10] 

 

CO2 
 

L2 

3. Explain the software architectural styles. [10] 
 

CO2 
 

L2 

 

PART-II 

4. Explain in detail about Remote Procedure Call (RPC) with necessary 

diagram. 
[10] CO2 L2 

(OR) 

5. Explain the process of live migration of VM from one host to another. [10] CO3 L2 

PART-III (Answer any TWO) 

6. Explain the following with necessary diagrams: Full virtualisation, para 

virtualisation and partial virtualisation. 
[10] CO3 L2 

7. Explain in detail about the virtualization support at OS level with 

example. 
[10] CO3 L2 

8. Explain Xen architecture with suitable diagram. [10] CO3 L2 

 

 

 

 

 

 

 

 

 

 



Answers: 

 

1.  

S.NO Parallel Computing Distributed Computing 

1. 

Many operations are 

performed simultaneously 

System components are located at 

different locations 

2. Single computer is required Uses multiple computers 

3. 

Multiple processors perform 

multiple operations 

Multiple computers perform 

multiple operations 

4. 

It may have shared or 

distributed memory It have only distributed memory 

5. 

Processors communicate 

with each other through bus 

Computer communicate with each 

other through message passing. 

 
   

6. 

Improves the system 

performance 

Improves system scalability, fault 

tolerance and resource sharing 

capabilities    

 

 

 

2. The hardware architecture of parallel computing is disturbed along the following 
categories as given below : 

1. Single-instruction, single-data (SISD) systems 
2. Single-instruction, multiple-data (SIMD) systems 
3. Multiple-instruction, single-data (MISD) systems 
4. Multiple-instruction, multiple-data (MIMD) systems 



 

• Multiple-instruction, single-data (MISD) systems - An MISD computing system is a 

multiprocessor machine capable of executing different instructions on different PEs but all of them 

operating on the same data set (see Figure 2.4). For instance, statements such as perform different 

operations on the same data set. Machines built using the MISD model are not useful in most of the 

applications; a few machines are built, but none of them are available commercially. They became 

more of an intellectual exercise than a practical configuration 



 

In the shared memory MIMD model, all the PEs are connected to a single global memory and they 

all have access to it (see Figure 2.6). Systems based on this model are also called tightly coupled 

multiprocessor systems. The communication between PEs in this model takes place through the 

shared memory; modification of the data stored in the global memory by one PE is visible to all 

other PEs. Dominant representative shared memory MIMD systems are Silicon Graphics machines 

and Sun/IBM’s SMP (Symmetric Multi-Processing). Distributed memory MIMD machines In the 

distributed memory MIMD model, all PEs have a local memory. Systems based on this model are 

also called loosely coupled multiprocessor systems. The communication between PEs in this model 

takes place through the interconnection network (the interprocess communication channel, or IPC). 

The network connecting PEs can be configured to tree, mesh, cube, and so on. Each PE operates 

asynchronously, and if communication/synchronization among tasks is necessary, they can do so 

by exchanging messages between them. The shared-memory MIMD architecture is easier to 

program but is less tolerant to failures and harder to extend with respect to the distributed memory 

MIMD model. Failures in a shared-memory MIMD affect the entire system, whereas this is not the 

case of the distributed model, in which each of the PEs can be easily isolated. Moreover, shared 

memory MIMD architectures are less likely to scale because the addition of more PEs leads to 

memory contention. This is a situation that does not happen in the case of distributed memory, in 

which each PE has its own memory. As a result, distributed memory MIMD architectures are most 

popular today 



3. Explain the software architectural styles. 

 

4. Explain in detail about Remote Procedure Call (RPC) with necessary diagram. 

 



 

5. Explain the process of live migration of VM from one host to another. 

 

6. Explain the following with necessary diagrams: Full virtualisation, para virtualisation and partial 

virtualisation. 



 

 

7. Explain in detail about the virtualization support at OS level with example. 



 

8. Explain Xen architecture with suitable diagram. 

 



 


