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1 (a) Construct the FP tree and generate the frequent item set using FP growth algorithm. 

 

 

 

 

 

 

 

 

 

Scheme: Computing FP Tree and Frequent Item Set Carries 3+2 Marks. 

Solution: 
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 1 (b)   Explain alternate methods for Generating frequent itemsets. 

Scheme: Explanation of General-to-Specific versus Specific-to-General, Equivalence 

Classes, Breadth-First versus Depth-First:2+1+2 Marks. 

Solution: 
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2  Explain the concept and characteristics of K Nearest Neighborhood classifier with 

example. 

Scheme: Explanation with diagrams and examples, Algorithm and Characteristics 

carries 5+5 Marks 

Solution: 
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The characteristics of the nearest-neighbor classifier are:  

• Nearest-neighbor classification is part of a more general technique known as 

instance-based learning, which uses specific training instances to make predictions 

without having to maintain an abstraction (or model) derived from data.  

• Lazy learners such as nearest-neighbor classifiers do not require model building.  

• Nearest-neighbor classifiers make their predictions based on local information, 

whereas decision tree and rule-based classifiers attempt to find a global model that fits 

the entire input space. 

• Nearest-neighbor classifiers can produce arbitrarily shaped decision boundaries.  

• Nearest-neighbor classifiers can produce wrong predictions unless the appropriate 

proximity measure and data preprocessing steps are taken. 

3   Apply Bayesian Belief network for the given network and perform the following : 

a. No Prior Information    b. High BP c. High BP, Healthy Diet & Regular Exercise 

 

 

 

 

 

 

 

 

 

Scheme: Computing for all the 3 cases carries 3+3+4  Marks 

Solution: 

 

 

 

 

 

 

Since P (HD = no) =1 – P (HD = yes) =0.51, the person has a slightly higher chance 

of not getting the disease. 
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Similarly, P(HD = No|BP = High)=1 − 0.8033 = 0.1967. Therefore, when a person has 

high blood pressure, it increases the risk of heart disease. 

 

 

 

 

 

 

 

 

 

 

 

The probability that the person does not have heart disease is 

              P(HD = No|BP = High, D = Healthy, E = Yes)=1 − 0.5862 = 0.4138. 

The model therefore suggests that eating healthily and exercising regularly may reduce 

a person’s risk of getting heart disease. 

4 

 

Explain rule ordering schemes and how a rule-based classifier works. 

Scheme: Explanation of How a Rule-Based classifier works and Rule-ordering 

schemes with examples carries 5+5 Marks 

Solution:  

 Mutually Exclusive Rules 

 Exhaustive Rules 

 Ordered Rules 

 Unordered Rules 
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5  Illustrate the concept of estimating a confidence interval for accuracy and Comparing 

the performance of two classifiers. 

Scheme: Explanation of concept of estimating a confidence interval for accuracy and 

Comparing the performance of two classifiers carries 5+5 Marks 

Solution:  

 
Let Mij denote the model induced by classification technique Li during the jth iteration. 

Note that each pair of models M1j and M2j are tested on the same partition j. Let e1j 

and e2j be their respective error rates. The difference between their error rates during 

the jth fold can be written as dj = e1j − e2j. 
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6 Define Clustering. Explain K-means as an optimization Problem using SSE and SAE. 

Scheme: Defining Clustering and K-means using SSE and SAE Carries 5+5 Marks. 

Solution: 

An entire collection of clusters is commonly referred to as a clustering. 
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