50, will be treated as malpractice.

Important Note : 1. On complgting your answers, compulsorily draw diagonal cross lines on the remaining blank pages.
2. Any revealing of identification, appeal to evaluator and /or equations written eg, 42+8
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Seventh Semester B.E. Degree Exan’lmatlon, Jan./Feb. 2023
Machine Learnmg

Time: 3 hrs.

Hilin e
ifs, ahoosmg ONE full qu@stton from each module.
Q -

. Note: Answer any FIVE full questi

m«‘ Module-1
1 a. Describe the following pmblems with respect to taskﬁguperformance and experience

i) A checkers leamufé problem \

i) A handwrltmg recognition learning problem

iii) A robot vamg learning problem. - (06 Marks)
b. List out any four applications of machlng 1 rnlng (04 Marks)
c. Find the %axnnally general hypothe51s and maximally specific hypothesis taking the enjoy

sport co@éept*" and training 1nstances glven in Table l(c) and discuss the advantages of the

algorlthm"mi (10 Marks)
Examples | Sky Fgrec@’?t Enjoy sport

1 Sunn;@ | Wa ‘Same Yes

2 » Same Yes

3 ) Change No

4 Sunny Change Yes

4 R OR Ay

2 a. Explain ‘the- ssteps in designing, 1eam1ng system in detaffs (10 Marks)
b. Desctibe the find-s algor thm?l*’md the most spemﬁc hypothesis by taking data set given in
Tab],e %(b) and discuss % 1ssues with the algorithm. (10 Marks)

‘Table 2(b)
Eyes Neose Head | Fcolor | Hair | Smile
Round";g}}."rj‘angle Round | Purple | Yes | Yes
Squaré |. Square | Square | Green | Yes | No
‘ 3 Square* Triangle | Round | Yellow | Yes | Yes
4 Round | Triangle | Round | Green | No | No
5 _|'Square | Square | Round Yellow | Yes | Yes

i

.
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Module-2 ,,@ﬁ&fm
a. Explain the concept of entropy and information galn 127 (04 Marks)

b. Apply ID3 algorithm for constructing decision tree for the training example shown in

Table 3(b). Here the target attribute is class1ﬁcat1(%§n Draw the complete decision tree.
4 (12 Marks)

Table 3(b)
A%, |7 A3 C1a531ﬁcat10n A
Oﬁ“’"( High
; High
High
Normal

C. (04 Marks)
a.
) 7 N2
il)  Incorporating contmuous valued attributes” .~ 1
iii)  Handling training examples with missing attrlbute values. (06 Marks)
b. Discuss the two approaches to prevent over fi t@mg the data. (06 Marks)
c. Construct demsmn trees to represent the’ Bﬁ%lean ﬁ,mctxons
1) :
i) Av [B&&,@]
i) A XORB - Aoy s
iv) [A&&B]v[C&&D] "% C+ (08 Marks)
e CMRIT LIBRARY
111111 BANGALORE - 560 037
: * Modﬂle-3
What is Artificial Neural Network? Explaln appropriate problem for neural network learning
_with its characten%glc‘%“ (08 Marks)
b. Define perceptlo% Explain the com@ept of single perception with neat diagram and represent
the Boolean: fﬂmctlon of AND, OR Tasmg perceptron. (12 Marks)
OR

a. Write a note on: 1) Per¢ tron training rule  ii) Gradient descent and Delta rule. (08 Marks)
b. Describe the multilayer*neural network. Derive the back propagation rule considering the
output layer and training rule for output unit weights. (12 Marks)

A, #
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Module-4

a. Define Bayesian theorem and explain Max1mun; A}@Posterlorl (MAP) and Maximum
Likelihood (ML) hypothesis. By (10 Marks)

b. Estimate conditional probabilities of each attr;butes {colour, type, origin} for the stolen
classes: {yes, no} using the data given in the,Table 7(b) using these probabilities estimate

the probability values for the new msfance — (color type = SUV,
origin = domestic). My, (10 Marks)
Pable 7(b) »
Colour, [_Type Origin | Stolen |.
Red, | Sports | Domestic | Yes
d 4 Sports | Domestic “Noy
Sports | Domestic “Yes
Sports | Domestic { No
& Sports Impafféd Yes
“”*W% {ﬁYCHOW SUV Impoﬂed No
% | Yellow | SUV Imptﬁned Yes
V%%@ Yellow | SUV..| Domestic | No
& PN\ Red | SUVw[|Imported | No
Red MS, Imported | Yes
3
A Q -
Ay v OR T
a. Explain ‘the Naive Bayes clasmﬁ@pwalgorlthm and Bayesfgn belief networks with example.
""" &=y (14 Marks)
b. % ) (06 Marks)
a. Define the followmg’*terms
i) Sample error ; "ii) True error y (06 Marks)

b. Explain the K—nearest nelghbor

f:R" 2 Y with pseudo code (08 Marks)

c. a (06 Marks)

&h What is remforcemem learnmg and epram the reinforcement learning problem with neat

" diagram. N\ (07 Marks)

b. Explain locauy we1ghted linear regwsmon (07 Marks)

c. Define ¢ - learmng and write dm%'n ¢ - learning algorithm. (06 Marks)
30f3
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