50, will be treated as malpractice.

Important Note : 1. On compl@ing your answers, compulsorily draw diagonal cross lines on the remaining blank pages.
2. Any revealing of identification, appeal to evaluator and /or equations written eg, 42+8
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Time: 3 hrs. ' m

Note: Answer any FIVE full questwns, L:hoosfng ONE full question from ‘each module.

1 a.
b.
2 a
b.
3 a.
b.
4 a
b.
5 a.
b.
6 a
b.
7 a.
b.

o,

da‘i%
What do you mean by a well pﬁs%dn earning problem? Ex%l‘ii ‘the important features that
P 5
are required to well-define a pam“?mg problem. o (08 Marks)
Explain Find-S algonthm W1t}; given example. Give its application.

Table 1.

Example Humidity Forecast | Enjoy Sport
1 Warm | Same Yes
2 Warm | Same Yes
3 Warm | Change No
4 Cool | Change Yes
(08 Marks)

What are the basic design 1§%ue§* “and approaches to ‘ach e learning? ag;; = (08 Marks)
Explain the various stag&s nwolved in demgmng learmng system (Checkers learning

system). &) e . (08 Marks)
% V%
- Modtle:2
Greedy learn a dgc; ’n tree using ID3 a "&g%nthm and draw the . (08 Marks)
Compare Entro*pwx and Information ga in'ID; with an example (08 Marks)
- « OR
Descnbe \ ; arch in ID3; and contrast it with candidate elimination
algorfthm ~ (08 Marks)
List the issues in Dec1sxom% ‘Tree learning. Interpret the algorithm with respect to overfitting
Mgﬁh@%data. (08 Marks)
: % 7 Module—3
Define ANN. Explaln the concept ¢ of : a@crceptron with a neat diagram. (08 Marks)
What do yoq méam by Gradient Descent‘7 Derive the Gradient Descent Rule. (08 Marks)

4 OR
Derive the Back propagatﬁanﬂule considering the training rule for output unit weights and
training rule for hidden %mt weights. (08 Marks)
Explain how to learn mu ﬂayer networks using Gradient Descent Algorithm. (08 Marks)
Module-4
Explain the concep of Baye’s theorem with an example. (08 Marks)
Explain the K-means algorithm with an example. (08 Marks)
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9 a. Whatis Reinforcement Learning? Explaf%% Q function and Q Learning algorithm.

10 a. Explain locally weighted ;ine;ar ?’fgression.
b. Explain Binomial Distribution with an example.

15CS73

(08 Marks)

(08 Marks)

b. Describe K-nearest Neighbour lea ihgmglgorithm for continuous,valued target function.

¢ (08 Marks)

OR
(08 Marks)

(08 Marks)

: * ok ok k%
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