
 

 
VTU Examinations – June 2022 

Data Mining and Data Warehousing 

Scheme of Evaluation 

 

Module – 1 

1 (a). With neat diagram explain three tier data warehouse. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 The bottom tier is a warehouse database server that is almost always a relational database system. 

 A gateway is supported by the underlying DBMS and allows client programs to generate SQL code 

to be executed at a server. 

 The middle tier is an OLAP server that is typically implemented using either (1) a relational OLAP 

(ROLAP) model or (2) a multidimensional OLAP (MOLAP) model. 

 The top tier is a front-end client layer, which contains query and reporting tools, analysis tools, 

and/or data mining tools. 

1 (b). List and explain Data Warehouse Models. 

 There are three data warehouse models. 

Enterprise warehouse: 

• An enterprise warehouse collects all of the information about subjects spanning the entire 

organization. 



 

• It provides corporate-wide data integration, usually from one or more operational systems 

or external information providers, and is cross- functional in scope. 

 Data mart: 

• A data mart contains a subset of corporate-wide data that is of value to a specific group 

of users. The scope is confined to specific selected subjects. For example, a marketing 

data mart may confine its subjects to customer, item, and sales. The data contained in data 

marts tend to be summarized. 

 Virtual warehouse: 

• A virtual warehouse is a set of views over operational databases. For efficient query 

processing, only some of the possible summary views may be materialized. 

• A virtual warehouse is easy to build but requires excess capacity on operational database 

servers. 

 
 

2 (a). With suitable example, explain star schema, Snow Flake Schema, Fact Constellation Schema for 

Multidimensional database. 

Schemas for multidimensional data models 

◼ Star schema: A fact table in the middle connected to a set of dimension tables 

 

 



 

◼ Snowflake schema: A refinement of star schema where some dimensional hierarchy is  

normalized into a set of smaller dimension tables, forming a shape similar to snowflake 

 

◼ Fact constellations: Multiple fact tables share dimension tables, viewed as a collection 

of stars, therefore called galaxy schema or fact constellation. 

 

2 (b). Explain OLAP operations with example. 

 

 

 

 

 

 

 

 



 

 The roll-up operation also called as the drill-up operation performs aggregation on a data cube, 

either by climbing up a concept hierarchy for a dimension or by dimension reduction. 

 Drill-down can be realized by either stepping down a concept hierarchy for a dimension or 

introducing additional dimensions. 

 The slice operation performs a selection on one dimension of the given cube, resulting in a subcube 

and the dice operation defines a subcube by performing a selection on two or more dimensions. 

Pivot (also called rotate) is a visualization operation that rotates the data axes in view to provide an 

alternative data presentation. 

Module – 2                                                                                                                                                                                                                                                                                                                                                                                   

3(a). Explain OLAP Data indexing for Bitmap index and Join index. 

 In the bitmap index for a given attribute, there is a distinct bit vector, Bv, for each value v in the 

attribute’s domain. 

 If the attribute has the value v for a given row in the data table, then the bit representing that value is 

set to 1 in the corresponding row of the bitmap index. All other bits for that row are set to 0. 

 

 

 

 

 

 

 The join indexing method gained popularity from its use in relational database query processing. 

Traditional indexing maps the value in a given column to a list of rows having that value.  

 In contrast, join indexing registers the joinable rows of two relations from a relational database. For 

example, if two relations R(RID, A) and S(B, SID) join on the attributes A and B, then the join index 

record contains the pair (RID, SID), where RID and SID are record identifiers from the R and S 

relations, respectively.  

 

 

 

 

 

 

 

 

 



 

3(b). Differentiate ROLAP, MOLAP and HOLAP servers. 

 

4(a). Explain Data – Preprocessing steps and the challenges faced in Data Mining. 

Aggregation • Sampling • Dimensionality Reduction • Feature subset selection • Feature creation • 

Discretization and Binarization • Attribute Transformation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

4(b). Briefly explain Similarity and Dissimilarity between the objects. Find the SMC and Jacquard 

coefficient of two binary vectors. X=(1,0,0,0,0,0,0,0,0,0) and Y=(0,0,0,0,0,0,0,0,0,1) 

X=(1,0,0,0,0,0,0,0,0,0)  

Y=(0,0,0,0,0,0,0,0,0,1) 

         

 
Jaccard(x, y) = 0 / (1 + 1 + 0) = 0/2 = 0 

 

 
          SMC = (0+8) / (1+1+0+8) = 8/10 = 0.8  

Module – 3 

5(a). Explain the rule generation in Apriori algorithm with example. 

A pseudocode for the rule generation step is shown in Algorithms 6.2 and 6.3. Note the similarity between 

the ap-genrules procedure given in Algorithm 6.3 and the frequent itemset generation procedure given in 

Algorithm 6.1. The only difference is that, in rule generation, we do not have to make additional passes over 

the data set to compute the confidence of the candidate rules. Instead, we determine the confidence of each 

rule by using the support counts computed during frequent itemset generation. 

 



 

5(b). Explain the Alternative method for generating frequent itemset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6(a). Briefly explain FP growth algorithm  

 

 



 

 

 

 

6(b). Explain the objective measure of Interestingness for evaluating association patterns. 

Objective Measures of Interestingness 

An objective measure is a data-driven approach for evaluating the quality of association patterns. It is 

domain-independent and requires minimal input from the users, other than to specify a threshold for filtering 

low-quality patterns. An objective measure is usually computed based on the frequency counts tabulated in a 

contingency table. Table 6.7 shows an example of a contingency table for a pair of binary variables, A and 

B. We use the notation A (B) to indicate that A (B) is absent from a transaction. Each entry fij in this 2 × 2 

table denotes a frequency count. For example, f11 is the number of times A and B appear together in the 

same transaction, while f01 is the number of transactions that contain B but not A. The row sum f1+ 

represents the support count for A, while the column sum f+1 represents the support count for B. Finally, 

even though our discussion focuses mainly on asymmetric binary variables, note that contingency tables are 

also applicable to other attribute types such as symmetric binary, nominal, and ordinal variables. 

 

 

 



 

Module – 4 

7(a). With a neat block diagram, explain general approach to solve classification problems with 

application. 

• A classification technique (or classifier) is a systematic approach to building classification models from 

an input data set. 

• Examples include decision tree classifiers, rule-based classifiers, neural networks, support vector 

machines, and naive Bayes classifiers 

• Each technique employs a learning algorithm to identify a model that best fits the relationship 

between the attribute set and class label of the input data. 

• The model generated by a learning algorithm should both fit the input data well and correctly predict 

the class labels of records it has never seen before. 

• Therefore, a key objective of the learning algorithm is to build models with good generalization 

capability; i.e., models that accurately predict the class labels of previously unknown records 

 

 

7(b). Explain with example, how to build decision tree using Hunt’s algorithm.  

How to Build a Decision Tree 

• In principle, there are exponentially many decision trees that can be constructed from a given set of 

attributes. 

• While some of the trees are more accurate than others, finding the optimal tree is computationally 

infeasible because of the exponential size of the search space. 

• Nevertheless, efficient algorithms have been developed to induce a reasonably accurate, albeit  

suboptimal, decision tree in a reasonable amount of time. 

• These algorithms usually employ a greedy strategy that grows a decision tree by making a series of 

locally optimum decisions about which attribute to use for partitioning the data. 

• One such algorithm is Hunt's algorithm, which is the basis of many existing decision tree 

induction algorithms, including ID3, C4.5, and CART. This section presents a high-level 

discussion of Hunt's algorithm and illustrates some of its design issues. 



 

 

8(a). Explain different methods for comparing classifier. 

 

8(b). Explain the rule based classifier with example. 

 



 

 

Module – 5 

9(a). Describe K – means clustering algorithm. What are its limitations? 

 

 



 

9(b). With example, explain Agglomerative Hierarchical clustering with example. 

 

10(a). With Time and Space complexity, explain DBSCAN clustering algorithm. 

DBSCAN: Density-Based Clustering Based on Connected Regions with High Density 

“How can we find dense regions in density-based clustering?” The density of an object o 

can be measured by the number of objects close to o. DBSCAN (Density-Based Spatial 

Clustering of Applications with Noise) finds core objects, that is, objects that have dense 

neighborhoods. It connects core objects and their neighborhoods to form dense regions 

as clusters. 

“How does DBSCAN quantify the neighborhood of an object?” A user-specified para- 

meter � > 0 is used to specify the radius of a neighborhood we consider for every object. 

The �-neighborhood of an object o is the space within a radius � centered at o. 

Due to the fixed neighborhood size parameterized by �, the density of a neighbor- 

hood can be measured simply by the number of objects in the neighborhood. To deter- 

mine whether a neighborhood is dense or not, DBSCAN uses another user-specified 

10(b). Explain the BIRCH scalable algorithm. 

 


