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the transaction dataset :
Table : Q6 (a)
Items.bought
{facdgimp}
{a,b,c,f 1, m o}
{b.f hj o}
{b,c, ks, p}
fa,fcelpmny}

2. Any revealing of identification
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é 1 a. Define Datawarehouse. Explam Mulﬁher Architecture of Da a Warehousmg with diagram.
! . (10 Marks)
g b. Explain ETL process with the uéé% élagram (10 Marks)
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-"3)? 3 a 1 %;hods of mdexmg OLAR data. (10 Marks)
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g ‘; ’ (i) Sampling. (10 Marks)
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g§E 4 a. d®explain with an ex%%nple (10 Marks)

%8 2 b. Con51 # X = (0, 1 iné;.correlation, Euclidean, Jaccard and
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g fgu)” List all the stron§ 4 (12 Marks)

é M%,ggientlfy and expla' alternative metlmd\ f'or generating frequent itemsets. (08 Marks)

3

£

8

=

S

2

(=]

Z

g

=

2.

B

Let min- supporf <3 (12 Marks)
b. Explain the various measures of evaluating association patterns. (08 Marks)
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Module-4
7 a. Explain the general approach for solving classification R roblem. (08 Marks)
b. Build a decision tree using Hun’t Algorithm for the given dataset. '
Tid | Home | Marital | Annual | Defaulted
owner | status | Income | Borrower |
1 yes Single | 125K
2 No Married 100 K iy
3 | No | Single | 70K g
4 Yes | Married | 120K
5 No | Divorced &
6 No Married
7 yes | Divorced
8 No Single
9 No | Married &
10 | No i
CMRIT LIBRARY (12 Marks)
BANGALORE - 560 037
a. Explain K-nearest. nelghbor classificatio Ma “"w rithm with example. (08 Marks)
b. State Bays. fheorem and explain how ba es- theorem is used in the Naive Bayesian classifier
with exa;mpl&.» (12 Marks)
a.
(10 Marks)
b. Explam the followmg
(i) Density based CIUStermg
(10 Marks)
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(1)) Graph based clustermg

a. What are the baSIC approaches usec or‘ generatmg a agglomeratlve hierarchical clustering?

Explam DBSCAN algorithm
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