50, will be treated as malpractice.

Important Note : 1. On comple.ting your answers, compulsorily draw diagonal cross lines on the remaining blank pages.
2. Any revealing of identification, appeal to evaluator and /or equations written eg, 42+8
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%[}’ﬁ mester B.E. Degree Exammatlon, June/July 2023
// Information Theorytand Coding

k - Max. Marks: 100
Note Answer any FIVE full questions, ch s' g ONE full question from ‘each module.

Module 1

1 a A DMS emits symbols from the. source alphabet S = {S1,+. Sy, S3, Ss4, Ss, S, S7} with
= {0.25, 0.25, 0.125, 0.125, 0. 125 10.0625, 0.0625}. Compute
1) H(s) i) H(S)max 111) Informatlon (06 Marks)
Rate R if 1, = 5 symbols/sec.
b. The state diagram of tho&Ma‘i‘kov source is shown beldsw Q 1(b)

()

, Fig Ql(b)
i) e “
i) Fmd the Message Entropy.Gi, Gz

iii) Verify G1 2 G, 2 H(s)

c. A zero memory has a soﬁrce alphabet S = {Sl, Sg, S3} with P = {% ZII %} Construct the

4 &

(10 Marks)

(04 Marks)

. Prove that the Entropy is maximum‘when the symbols are equlprobable (06 Marks)
b. Design a system to report heading of collection of 400 cars. The heading levels heading
straight, turning left and turning nght The mformatlon is transmitted every second.
1) On an average durln " a reporting interval 200 cars were heading straight, 100 were
init g were turning right.
ii)” Out of 200 cars" th reported headmg; straight, 100 were going straight during next
reporting mtel;val @50 turning left axs;d retnalnmg were turning right in the next reporting

; interval. -
# i) Ot of 1 00%ats reported turning during signaling period, 50 continued turning and the

remammg hegtled straight during the next reporting interval.
iv) The dynamlcs of the car did not allow them to turn left to right and vice versa
Find entropy-of the state and source. Also, find Rate of 1nformatlons (10 Marks)

c. Prove that entropy of the sécond order Binary source is S?=2H(s) bits/sy m (04 Marks)

. Module-2
3 a Construct a Shannon Fano code for the following symbols :
={S;, S2, S3 Ss, Se}
P {0.2, 0.4,/ 15 '0.15, 0.06, 0.04} (10 Marks)

With code alphabet X = {0, 1} and X = {0, 1, 2}. Find the efficiency of the code.
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A discrete memory less source has an alphabet of six sy bols'with probability statistics as

given below :

Symbols[:|A[ B | C | D | E Fﬂ'f
P :10310.25[0.20]0.12 | 0.08 | 0.05°

1) Construct the Huffman code by moving combmed symbols as high as possible. Compute

efficiency and variance ¢

ii) Construct the Huffman trainary code by momng symbols combined as high as possible.
(10 Marks)

1
B0 1
CcC|0 0 1
D0 0 0 1

. (04 Marks)
Encode the symbols using Shannon encoding algonthm and compute the coding efficiency

and variance for the.following symbol set :

(10 Marks)

CMRIT LIBRARY
A DMS has an alphabet + BANGALORE - 560 037
S= {'31, S2, S3, 54, S5, S6} w

11

1,2}. Compﬁte codmg efficiency.

(06 Marks)
) Module-3 N
‘y) H(xy), H(x/y) H(y/x), Data transmission rate and
0 0 0.15
02 015 0
(07 Marks)
0 01 0.05
01 0 0
(05 Marks)
O %02 06
Derive an expressmn for th channel capacity of a Binary Erasure channel. (08 Marks)
i, OR
Prove that Mutual information is always positive. (06 Marks)
Compute the channel capacity for the channel with rs = 1000sym/sec and
(06 Marks)

0.6 04}

P@/)~[07 03
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A Binary channel has the following characteristics :

2 1
3 3 3 1
P(y/x)= {’ 3 P(x)={z Z}
33
Compute :

i) Mutual information

ii) Channel capacity if rs = 100 sym/sec (08 Marks)

iv) Computer. ‘syng},rome if there is an error in the 3™ bit of a transmitted codeword
[110 001] and show how it can be corraefed (10 Marks)

For a (6, 3) cychc code find the following...-

i i1).G in systematic form  1ii) ﬁnd all gosmble code words. (06 Marks)

ith g(x).=1+x+x"+ x* de&gn a suitable encoder to generate

(04 Marks)

computatlon circuit and Verlfy the C]I'CU.] orz«the message polynomlal d(x) =1+x.

(07 Marks)
Fora(7,4) Lmear Block code the sy;n
Si=n +I‘2+1’3+I'5
Sy =11 Hdp +14+ 16 ) AT CMRIT LLBRARY
S; = Iy +ra+1 o ‘W BANGALORE - 560 03
1) Find G and H matrlx
(07 Marks)

Module-S

p! 2} convolutional eapoder with g(1) = (110), g(2) = (101), g(3) = (111)
he Encoder circuit. |

ii) Write th state transition taBI%

iti) Write the state dlagr

(10 Marks)

i) Find the constralnt length
ii)  Find the rate_ efﬁ01ency

R
i

i) Find the codeword for the message sequence (11101) using matrix and frequency
(10 Marks)

il
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OR

10 a. Explain Viterbi Decoding algorithm with an example.*
b. For the State show below with So = 00, S; = 10, SI%,
For the input sequence m = {1 0 1} trace the oug;gqt?*‘ -

(08 Marks)

~ CMRIT LIBRARY
¥ RANGALORE - 560 037
(06 Marks)

C. Deﬁne the followmg dlstance Iﬁroper’ues of convolution codes

(06 Marks)

4of4




