50, will be treated as malpractice.

blank pages.

. Any revealing of identification, appeal to evaluator and /or equations written eg, 4248 =

2

Important Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the remaining
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Fifth Semester B.E. Degree Examination, Jan./Feb. 2023
Signals and Systems
Time: 3 hrs. Max. Marks: 100
Note: Answer any FIVE full questions, choosing ONE full question from each module.
Module-1
1 Describe the classifications of signals. (06 Marks)
Is the signal shown in Fig.QI(b) in power or energy signal? Given reasons for your answer
and further determine its energy or power.
X +)
Al 23— Lo - e ‘}Q_
Fig.Ql(b) (06 Marks)
Determine whether the following signal are periodic. if periodic determine the fundamental
period :
i) x(1) = cos 2t + sin 3t
ii) x(n) = cos(Ysmn) sin (Yamn). (08 Marks)
OR
2 Sketch the following signals and determine their even and odd signals
rt+2)—r(t+1)—r(t - 2)+ r(t - 3). (08 Marks)
Given signal x(t) as shown in Fig.Q2(b). Sketch the following : i) x(=2t+ 3) ii) x(V2 - 2).
AX D
\ ——\
,, - 2
Fig.Q2(b) (06 Marks)
For each of the system, state whether the system is linear, shift variant, stable, causal and
memory. i) y(n) = log[x(n)] i) y(t) = x(t°). (06 Marks)
Module-2
3 Compute the convolution of two sequences x;(n) and xs(n) given below :
X,(n)= {! 2, 3} X5(n) = {I.Z, }. 4,( . (06 Marks)

Convolute the following two signals
x(®)=1;0<t<T h(t)=t ; 0<t<2T

0 ; otherwise 0 ; otherwise
Obtain expression for the output y(t). (08 Marks)
An LTI system represented by the impulse response :
i) h(t)=e u(t-1) i) h(n) = a"u(n + 2)
Determine whether its stable, causal and memory. (06 Marks)
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OR
Find the forced response for the system described by

d’y(1) , 5dy(t)
2
dt
with input x(t) = 2e™ u(t). (08 Marks)
Find the natural response of the system described by difference equation :

dx(t)

+6y(t)=2x(t)+

y(n) - 7y(n - 1) - y(n - 2) = x(n) + x(n - 1) with y(~1) = 0 and y(-2)=1. (06 Marks)
Draw the direct form [ and Il realization for the following system :

L4 dy(1)

dt 3 dt = =43 (t) - (t) (06 Marks)
Module-3
What are the properties of continuous time Fourier transform and prove Parsavel’s theorem.
(08 Marks)
Obtain the Fourier transform of the signal :
i) x(t) = " u(t)
iix(t)=e ", (06 Marks)
Using convolution theorem, find the inverse Fourier transform of
X(w) = l_ —. (06 Marks)
(a+jo)”
OR
Using partial fraction expansion, determine the inverse Fortier transform
' 2
X(jo)=— fJOH_l (06 Marks)
(jo) +(5jo)+6

Find the Fourier transform of the following signal using appropriate properties.
x(t) = sin (nt)e > u(t). (06 Marks)
Consider the continuous time LTI system described by

YO 2y =x).

dt
Using Fourier transform, find the output y(t) with input signal x(t) = e_tu(t). (08 Marks)
Module-4
Describe the following properties of DTFT
1) Frequency differentiation
i) Scaling
ii1) Modulation. (06 Marks)
Find the DTFT of the following signals :
) x(n)=(0.5""u(n)
ii) x(n)=n(0.5)""u(n). : (06 Marks)
Find the inverse DTFT
3-9 4 e ?

X(Q) = 18 o 34e‘j" 5 (08 Marks)

20f3
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OR
Find the frequency response and the impulse response of discrete time system described by
difference equation :

y(n—2)+Sy(n—1)+ 6y(n) = 8x(n— 1) + 18x(n) (10 Marks)

Determine the difference equation for the system with following impulse response

h(n) = 8(n) + 2(3)"u(n) + [-3]"u(n). (10 Marks)
Module-5

Explain the properties of ROC. (06 Marks)

For the signal x(n) = 7(%5)" - 6('/2)“u(n), find the Z — transform and ROC. (06 Marks)

By using suitable properties of Z — transform find the Z — transform and ROC of the
following :

) x(n)=()"u(n)-3"un—1)

ii) x(n)=na"u(n-3). (08 Marks)
OR
Find the inverse Z — transform of the sequence x(z) = 7—2—, for the following :
3z° -4z +1
)z|>1 ii)|z|<'s i) Ya<|z][<I. (06 Marks)

Solve the following linear constant co-efficient difference equation using unilateral
Z — transform method.

y() =3y(n— 1)+ 3y(n—2)= (3)"u(n), with LC. y(-1) =4, y(-2) = 10. (08 Marks)

A system has impulse response h(n) = (%)“u(n). Determine the input to the system if the

output is given by y(n) = %u(n) +% (—'/z)“u(n). (06 Marks)
* %k k %k %

30f3




Module 1
1a. Signals are classified into the following categories:

Continuous Time and Discrete Time Signals
Deterministic and Non-deterministic Signals
Even and Odd Signals

Periodic and Aperiodic Signals

Energy and Power Signals
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C.

1. Stability: A system is stable if its output is bounded for all bounded inputs. In this case,
if the input signal x(n) is bounded, then the output signal y(n) will also be bounded.
However, if the input signal x(n) approaches zero, then the output signal y(n) will
approach negative infinity, which means the system is not bounded. Therefore, the
system is not stable.

2. Linearity: A system is linear if it satisfies the superposition principle, which means that
the response to a sum of inputs is the sum of the responses to each individual input. In
this case, if we have two input signals x1(n) and x2(n), then the output signals y1(n) and
y2(n) are given by:

y1(n) = log(x1(n)) y2(n) = log(x2(n))

The output signal for the sum of these two input signals x1(n) + x2(n) is:

y(n) = log(x1(n) + x2(n))
However, we cannot write y(n) as y1(n) + y2(n), which means the system is not linear.

3. Shift invariance: A system is shift-invariant if a shift in the input signal results in a
corresponding shift in the output signal. In this case, if we shift the input signal x(n) by k
samples, then the output signal y(n) will also be shifted by k samples. Therefore, the
system is shift-invariant.

4. Causality: A system is causal if its output depends only on past and present input values,
and not on future input values. In this case, the output signal y(n) depends only on the
current and past input values x(n), x(n-1), x(n-2), ... and not on future input values.
Therefore, the system is causal.

5. Memory: A system has memory if its output depends on past and/or present input values.
In this case, the output signal y(n) depends only on the current input value x(n) and not
on past input values, which means the system has no memory.

In summary, the system y(n) = log(x(n)) is not stable and not linear, but it is shift-
invariant, causal, and has no memory.

1. Stability: A system is stable if its output is bounded for all bounded inputs. In this case,
if the input signal x(n) is bounded, then the output signal y(n) = x(n"2) may or may not
be bounded depending on the input signal. For example, if the input signal is bounded
between -1 and 1, the output signal will be unbounded. Hence, the system is not stable.

2. Linearity: A system is linear if it satisfies the superposition principle, which means that
the response to a sum of inputs is the sum of the responses to each individual input. In



this case, if we have two input signals x1(n) and x2(n), then the output signals y1(n) and
y2(n) are given by:

y1(n) = x1(n"2) y2(n) = x2(n"2)

The output signal for the sum of these two input signals x1(n) + x2(n) is:
y(n) = (x1(n"2) + x2(n"2))

We can write y(n) as y1(n) + y2(n), which means the system is linear.

. Shift invariance: A system is shift-invariant if a shift in the input signal results in a
corresponding shift in the output signal. In this case, if we shift the input signal x(n) by k
samples, then the output signal y(n) will be:

y(n) =x((n-k)"2)

However, this is not the same as y(n-k) = x((n-k)*2), which means the system is not
shift-invariant.

. Causality: A system is causal if its output depends only on past and present input values,
and not on future input values. In this case, the output signal y(n) depends only on the
present and past input values x(n"2), x((n-1)"2), x((n-2)*2), ... and not on future input
values. Therefore, the system is causal.

. Memory: A system has memory if its output depends on past and/or present input values.
In this case, the output signal y(n) depends on the present and past input values x(n"2),
X((n-1)"2), x((n-2)"2), ... which means the system has memory.

In summary, the system y(n) = x(n"2) is not stable, linear, and shift-invariant, but it is
causal and has memory.

Module 2
3a.
Uin) = )('(V\) $X3ln)
CJ(“\ . g(“_,) N 3&“,1)3 "{_&“*“ 4.)&»\4\)-4 .'s&m + & g(n—l)]
—F 2™

o« s AN | A0 TGN e
‘J1u) .‘h“' ' —> 4 ™
AP




YX(H mv

jCH = Jﬁb" h(&-2) dY)
=0 gx(.r) Wi - t“)d“

Y‘ T 31 3‘!
)

N i+
feNItiYwrtv= e ar k-1

breca +e: ©
~3

YU =4 &

:]'ﬂ‘) = “c-(‘ ) j’(n-. c“"

=1 e W\
j}U)‘ ¢ & +‘).( +e
- Q'M
Axfuu 9L
Aty =~ —3 W
Al corn
-3(‘._-;_(;:| — ™M
ev= |, GE-r —|M

c"t_,@ — 2

(

o‘f\' 20 ‘j(f‘) - Lm
‘7 0 . |7
=t =
3= [Mevdn = £
° —Xom
‘7T N K27
ty)= &M dr =TE jf
gr= i =
W, AT 'f‘A % Tz

)= _Lé ey~ ’Ll-& +;1

£-2T

__):qn
3
.o ‘J‘(h: € rne )t—-c\'\
—2 1M

t - Z',J\"_ \z_‘fl‘-

.",‘? '/ ) Y)," ”/,_ .9‘—,«

Y= & () +o<'/«)
nN=0 Y(-\)=o0
a_‘ +(;_—.: l,g""

M0 \(=2) =—V

&=l ¢

L ,/n._

& =y —> W
e

b Sl =l = B =W

5 Y )
jﬁtu\ = —i‘i( ’/p) +|/L£~|/.)

— W




Module 3

S5a

. Linearity: The CTFT is a linear operator. This means that if a signal f(t) can be
expressed as the sum of two other signals g(t) and h(t), then the CTFT of f(t) is equal to

the sum of the CTFTs of g(t) and h(t).

. Time-Shifting: The CTFT of a time-shifted signal f(t - t0) is equal to the original CTFT

of f(t) multiplied by e*(-jot0), where o is the angular frequency.

. Frequency-Shifting: The CTFT of a frequency-shifted signal f(t)exp(jwOt) is equal to the
original CTFT of {(t) shifted by ®0.

. Time Reversal: The CTFT of a time-reversed signal f(-t) is equal to the complex

conjugate of the CTFT of f(t).

. Duality: If the CTFT of a signal f(t) is F(®), then the CTFT of F(t) is 2nf(-o).

. Convolution: The CTFT of the convolution of two signals f(t) and g(t) is equal to the

product of their respective CTFTSs.

Multiplication: The CTFT of the product of two signals f(t) and g(t) is equal to the

convolution of their respective CTFTSs.

Parseval's Theorem: The integral of the square of the magnitude of a signal f(t) in the

time domain is equal to the integral of the square of the magnitude of its CTFT F(®) in

the frequency domain.

If \(}!)«L » X(w), then
Gl re FILe 40 e 2 2
E= J’ | x(t)|" dt = ﬁ_f, IX(0)|" der= [ |X(f)| a (54
Meaning :
Energy of the signal can be obtained by interchanging its energy spectrum.
Proof :
E = [ |x) dt= J' V()" (1) d (5.1

Inverse Fourier transform states that,

W) = : I.‘\'(u))o"“"':im

2r
Taking conjugate of both the sides,

- r s > y
x'(t) = 50 j X" (@)e ™ dw

Putting above expression for x"* () in equation 5.1.16,

E = f (1)

l N re M ' F ’ .'-
n J'.\ (@) e ™ |dw = 2In I X (m)J (1) ¢ ™ dey
L o - -es

G - _ '. )
9 2 J‘ X' (w)-X(w) dw = 2],{ J | X(w) ~ dw
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* Module 4
7a.i
Proof : By definition of DTFT,

o

X(Q) = Y x(n)e i

Differentiating both the sides with respect to Q, we get,

d‘:, X(Q) = :’% i x(n) ¢~ 19"

oo

Changing the order of summation and differentiation,

AX@ = T am g e = T a(n) (-jm e

n=-10 fre - -

~o

= ¥ [|-inx(m]e

P — -

Comparing above equation with the definition of DTFT, we find that - jnx(n) has
JTET of ;j":) X (L) e,

orT d
-~ fux(n) == X(Q
jrux(n) » i (52)

Proof : By definition of DTFT,

Y@ = ¥ u(n) e 1"

=~

-

= X x(puye

n=—-

Here put pot = m. Since n has the range of == to «, m will also have the same range.
Then above equation becomes,

| Q

'l

- - |w

2 v{m) ¢ 19D = 2 x(m) ¢ !

A =~ oo

Y(82)

xﬂl
\ P



iii.

This property states that

i x(n) PR L L2 A (€2)
and  y(n)« DIFY Y (£2)

thin 2(n) = x(m) w(m) 2T s Z(Q) = 5 [X(Q) + Y ()] . (521
Proof : By definition of DTFT,

.

Z(Q) = Y =(me B
Mz
Putting for =(n) = v(#) y(n) in above equation,
2(@) = Y x(myu(nye 9" w (5.2.15)
From the inverse DTFT of equation 5.2.2 we know that,

v(n) = Z‘n T X (h) e/ da

n

Here we have used separate frequency variable A. Putting the above expression of
x(n) in equation 5.2.15, .

Z(82) = i 2};! F X(}»)l"k" da-y{m o ian

L

Interchanging the order of summation and integration,

% - )
7)) = ;n [ X@) 3 wimete 1 da
-x " -

: 2'" [ x@)| 3 win) e #9897 da
® L=m

The term in syuare brackets is Y (2 -4), hence above equation becomes,

n
2(@) = 5= [ X() Y(@-R)dA
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9a. L
e ROC has a ring form or a disc form -

The Fourier transform of x(n) has Fourier transform if and only if that
its z-transform's ROC includes unit cincle

ROC cannot contain any pole

If the sequence x(n) has finite length then ROC contains all z-plana
[excluding z=0 or z==)

If x(n) is right-sided, then ROC is located oulside of the largest pole.
If x{n) is left sided then ROC is located inside of the smallest pole,

If the sequence x(n) is both-sided then the ROC has nng shape
which is limited to inside and outside poles and there is no pola in
ROC.

ROC must ba a connacted area.
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