
 



 



 



Module 1 

1a. Signals are classified into the following categories: 

 Continuous Time and Discrete Time Signals 

 Deterministic and Non-deterministic Signals 

 Even and Odd Signals 

 Periodic and Aperiodic Signals 

 Energy and Power Signals 
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1.  Stability: A system is stable if its output is bounded for all bounded inputs. In this case, 

if the input signal x(n) is bounded, then the output signal y(n) will also be bounded. 

However, if the input signal x(n) approaches zero, then the output signal y(n) will 

approach negative infinity, which means the system is not bounded. Therefore, the 

system is not stable. 

2. Linearity: A system is linear if it satisfies the superposition principle, which means that 

the response to a sum of inputs is the sum of the responses to each individual input. In 

this case, if we have two input signals x1(n) and x2(n), then the output signals y1(n) and 

y2(n) are given by: 

y1(n) = log(x1(n)) y2(n) = log(x2(n)) 

The output signal for the sum of these two input signals x1(n) + x2(n) is: 

y(n) = log(x1(n) + x2(n)) 

However, we cannot write y(n) as y1(n) + y2(n), which means the system is not linear. 

3. Shift invariance: A system is shift-invariant if a shift in the input signal results in a 

corresponding shift in the output signal. In this case, if we shift the input signal x(n) by k 

samples, then the output signal y(n) will also be shifted by k samples. Therefore, the 

system is shift-invariant. 

4. Causality: A system is causal if its output depends only on past and present input values, 

and not on future input values. In this case, the output signal y(n) depends only on the 

current and past input values x(n), x(n-1), x(n-2), ... and not on future input values. 

Therefore, the system is causal. 

5. Memory: A system has memory if its output depends on past and/or present input values. 

In this case, the output signal y(n) depends only on the current input value x(n) and not 

on past input values, which means the system has no memory. 

In summary, the system y(n) = log(x(n)) is not stable and not linear, but it is shift-

invariant, causal, and has no memory. 
 

1. Stability: A system is stable if its output is bounded for all bounded inputs. In this case, 

if the input signal x(n) is bounded, then the output signal y(n) = x(n^2) may or may not 

be bounded depending on the input signal. For example, if the input signal is bounded 

between -1 and 1, the output signal will be unbounded. Hence, the system is not stable. 

2. Linearity: A system is linear if it satisfies the superposition principle, which means that 

the response to a sum of inputs is the sum of the responses to each individual input. In 



this case, if we have two input signals x1(n) and x2(n), then the output signals y1(n) and 

y2(n) are given by: 

y1(n) = x1(n^2) y2(n) = x2(n^2) 

The output signal for the sum of these two input signals x1(n) + x2(n) is: 

y(n) = (x1(n^2) + x2(n^2)) 

We can write y(n) as y1(n) + y2(n), which means the system is linear. 

3. Shift invariance: A system is shift-invariant if a shift in the input signal results in a 

corresponding shift in the output signal. In this case, if we shift the input signal x(n) by k 

samples, then the output signal y(n) will be: 

y(n) = x((n-k)^2) 

However, this is not the same as y(n-k) = x((n-k)^2), which means the system is not 

shift-invariant. 

4. Causality: A system is causal if its output depends only on past and present input values, 

and not on future input values. In this case, the output signal y(n) depends only on the 

present and past input values x(n^2), x((n-1)^2), x((n-2)^2), ... and not on future input 

values. Therefore, the system is causal. 

5. Memory: A system has memory if its output depends on past and/or present input values. 

In this case, the output signal y(n) depends on the present and past input values x(n^2), 

x((n-1)^2), x((n-2)^2), ... which means the system has memory. 

In summary, the system y(n) = x(n^2) is not stable, linear, and shift-invariant, but it is 

causal and has memory. 
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Module 3 

5a 

1.  Linearity: The CTFT is a linear operator. This means that if a signal f(t) can be 

expressed as the sum of two other signals g(t) and h(t), then the CTFT of f(t) is equal to 

the sum of the CTFTs of g(t) and h(t). 

2. Time-Shifting: The CTFT of a time-shifted signal f(t - t0) is equal to the original CTFT 

of f(t) multiplied by e^(-jωt0), where ω is the angular frequency. 

3. Frequency-Shifting: The CTFT of a frequency-shifted signal f(t)exp(jω0t) is equal to the 

original CTFT of f(t) shifted by ω0. 

4. Time Reversal: The CTFT of a time-reversed signal f(-t) is equal to the complex 

conjugate of the CTFT of f(t). 

5. Duality: If the CTFT of a signal f(t) is F(ω), then the CTFT of F(t) is 2πf(-ω). 

6. Convolution: The CTFT of the convolution of two signals f(t) and g(t) is equal to the 

product of their respective CTFTs. 

7. Multiplication: The CTFT of the product of two signals f(t) and g(t) is equal to the 

convolution of their respective CTFTs. 

8. Parseval's Theorem: The integral of the square of the magnitude of a signal f(t) in the 

time domain is equal to the integral of the square of the magnitude of its CTFT F(ω) in 

the frequency domain. 
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