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1 a) Mention the different types of iSCSI connectivity topologies. Explain those 

clearly using diagrams. 

Solution: 

Two topologies of iSCSI implementations are native and bridged. Native topology 

does not have FC components. The initiators may be either directly attached to 

targets or connected through the IP network. Bridged topology enables the 

coexistence of FC with IP by providing iSCSI-to-FC bridging functionality.  

Native iSCSI Connectivity  

FC components are not required for iSCSI connectivity if an iSCSI-enabled array 

is deployed. In Figure 6-2 (a), the array has one or more iSCSI ports configured 

with an IP address and is connected to a standard Ethernet switch. After an initiator 

is logged on to the network, it can access the available LUNs on the storage array. 

A single array port can service multiple hosts or initiators as long as the array port 

can handle the amount of storage traffic that the hosts generate. 

 

 

Bridged iSCSI Connectivity  

A bridged iSCSI implementation includes FC components in its confi guration. 

Figure 6-2 (b) illustrates iSCSI host connectivity to an FC storage array. In this 

case, the array does not have any iSCSI ports. Therefore, an external device, called 

a gateway or a multiprotocol router, must be used to facilitate the communication 

between the iSCSI host and FC storage. The gateway converts IP packets to FC 

frames and vice versa. The bridge devices contain both FC and Ethernet ports to 

facilitate the communication between the FC and IP environments. In a bridged 

iSCSI implementation, the iSCSI initiator is configured with the gateway’s IP 

address as its target destination. On the other side, the gateway is configured as an 

FC initiator to the storage array. 
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Combining FC and Native iSCSI Connectivity  

The most common topology is a combination of FC and native iSCSI. 

Typically, a storage array comes with both FC and iSCSI ports that enable 

iSCSI and FC connectivity in the same environment, as shown in Figure 6-2 

(c). 

 
b) Draw a picture to illustrate the iSCSI protocol stack 

Solution: 



 

2 a) Draw a diagram to describe the components of NAS. 

Solution: 

 
 

b) Describe and list the benefits of NAS. 

Solution: 
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3  Discuss how to use NAS file-sharing protocols and how to use NAS I/O. 

Solution: 
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4 Describe in detail about FCIP protocol along with its protocol stack, topology and 

performance, and security considerations. 

Solution: 

• FCIP gateway is connected to each fabric via a standard FC connection  

• FCIP gateway at one end of the IP network encapsulates the FC 

frames into IP packets  

• FCIP gateway at the other end removes the IP wrapper and sends 

the FC data to the layer 2 fabric  

• Fabric treats these gateways as layer 2 fabric switches  

• IP address is assigned to the port on the gateway, which is connected to an 

IP network.  
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• After the IP connectivity is established, the nodes in the two independent 

fabrics can communicate with other  

•  

 

 

 Performance, reliability, and security should always be taken into 

consideration when implementing storage solutions.  

 From the perspective of performance, configuring multiple paths between 

FCIP gateways eliminates single points of failure and provides increased 

bandwidth. 

 Security is also a consideration in an FCIP solution because the data is 

transmitted over public IP channels. Various security options are available 

to protect the data based on the router’s support. IPSec is one such security 

measure that can be implemented in the FCIP environment 

 

 

5  a. Explain how the performance of NAS can be affected if the TCP window size 

at the sender and receiver are not synchronized. 
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Solution: 

This will affect the NAS performance as this may lead to re-transmission of 

data, lower bandwidth utilization, performance degradation of the network, 

intermittent connectivity, and data link errors. 

 

b. A NAS implementation configured jumbo frames on the NAS head, with 9,000 

as its MTU. However, the implementers did not see any performance 

improvement and actually experienced performance degradation. What could 

be the cause? Research the end-to-end jumbo frame support requirements in a 

network. 

Solution: 

o Jumbo frames are used at the end point (NAS Head) with MTU of 

9000 

o Check if the intermediate network uses a different MTU size 

(e.g. 1500 ). 

o This can cause the router to drop packets which then have to re-

transmit at the TCP layer.  

o Packets are then fragmented and have to reassemble to 

accommodate the different MTU sizes. This degrades network 
performance. 

 

 

6   Using a neat diagram, describe NAS deployment and benefits. 

Solution: 
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