
 

Scheme of Evaluation 

Internal Assessment Test 2 – May 2023 

Sub: DATA MINING AND DATA WAREHOUSING Code: 18CS641 

Date: 24/5/2023 Duration: 90mins 

Max 

Marks:  50 
Sem: VI Branch: ISE 

Note: Answer Any five full questions. 

Question 

# 

Description Marks 

Distribution 

Max 

Marks 

1 

a) 
Explain Data preprocessing steps Data Mining with example. 
 

Aggregation • Sampling • Dimensionality Reduction • Feature subset 
selection • Feature creation • Discretization and Binarization • 
Attribute Transformation 

Any 5 

2M*5 10M 10M 

2 

a) Briefly explain the similarity Dissimilarity between the objects. Find 

the SMC and Jacquard coefficient of two binary vectors. 10M 

X=(1,0,0,0,0,0,0,0,0,0) Y=(0,0,0,0,0,0,0,0,0,1) 

 

Similarity 

Dissimilarity 

SMC 

Jacquard coefficient 

 

 

2.5M 

2.5M 

2.5M 

2.5M 

10M 10M 

3 

a) Briefly explain the candidate generation procedure using Fk-1 × Fk-1   

merging strategy. 

Diagram 

Explanation 

4M 

5M 
10M 10M 



4 

a) Consider the following transaction data set and list the items using 

Apriori Algorithm to find frequent itemset. Minimum support 

threshold= 22%. Also write valid association rule. Confidence = 50% 

 

 

Candidate generation 

Association Rules 

5M 

5M 
10M 10M 

5 

a) What is frequent itemset generation? Explain frequent itemset 

generation of Apriori algorithm. 

Definition frequent item set 

Apriori Algorithm Pseudo code 

Example 

 

2M 

5M 

3M 

10M 10M 

6 

a) 
Construct the FP tree showing the trees separately after reading each 

transaction and generate the frequent item set using FP growth 

algorithm. 

 

 

 

 

 

 

 

 

 

  

Support count 

 

FP growth tree after every transaction  

 

Conditional pattern 

Frequent item set 

1M 

5M 

2M 

2M 

10M 10M 
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Q. 1 Explain Data preprocessing steps Data Mining with example. 

Aggregation • Sampling • Dimensionality Reduction • Feature subset selection • Feature creation 
• Discretization and Binarization • Attribute Transformation 

 

 



 



Q. 2 a) Briefly explain the similarity Dissimilarity between the objects. Find the SMC and 

Jacquard coefficient of two binary vectors. 10M 

X=(1,0,0,0,0,0,0,0,0) Y=(0,0,0,0,0,0,0,0,1) 

 

 

 

 



 

 



 
 

Q. 3 a) Briefly explain the candidate generation procedure using Fk-1 × Fk-1   merging strategy. 

 



 

 
 

Q. 4 Consider the following transaction data set and list the items using Apriori Algorithm to 

find frequent itemset. Minimum support threshold= 22%. Also write valid association rule. 

Confidence = 50% 

 



 
 

 
 



 

 
 

 

Q. 5 a) What is frequent itemset generation? Explain frequent itemset generation of Apriori 

algorithm. 



 



 



 
 

 

 

 

 

 

 

 

 



Q. 6 a) 

 

Construct the FP tree showing the trees separately after reading each transaction and generate the 

frequent item set using FP growth algorithm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


