50, will be treated as malpractice.

Important Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the remaining blank pages.
2. Any revealing of identification, appeal to evaluator and /or equations written eg, 42+8
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1 a
b.
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2 a
b.

3 a.
b.

4 a.
b.
C.
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"'v,“evelﬂzh Semester B.E. Degree Examlnatmn, Dec.2023/Jan.2024

Machine Learning

\ T.l‘me 3 hrs. Max Marks: 80

Note: Answer any FIVE full questions, choosing ONE full question from each module.

- Module-1

Define well poqed learning problem with an example. b (02 Marks)
Explain the major applications of the machine learning. ~ * (04 Marks)

Apply the candidate ehmma‘mon algorithm for the following data samples. Give the
algorithm for the same,

Data sample | Sky ['Air Temp | Humidity Wind Water | Forecast | Enjoy sports
1 Sunny Warm Normal .| Strong | Warm | Same Yes
2 Sunny Warm High | Strong | Warm | Same Yes
3 Rainy Cold High | Strong | Warm | Change No
4 . Sunny | Warm High | Strong| Cool | Change No
@ (10 Marks)
. OR
Explain the futility of bias free learning for any concept learning method. Give the inductive
bias for candidate elimination algorithm. < (06 Marks)
Design a learning system.in detail for playing checkers problem. (10 Marks)
’Modu]e-Z

Define decision tree. Explam the appropriate problems for decision tree learning. (06 Marks)
Mention the different issues in decision tree learning and explain any two in detail.

(10 Marks)

' OR :
Differentiate between restriction bias and preference bias with an example. (03 Marks)
Define entropy and information gain. (03 Marks)

Construct the decision tree for the given data samples using ID3 algorithm. Represent the
same tree with the help of hypothems [Target concept : Play Tennis]

[ Day | Outlook | Temperature HumldltyJ ‘Wind | Play Tennis
D1 Sunny Hot High Weak No
D2 | Sunny ~ Hot High | Strong No
D3 | Overcost Hot High | Weak Yes
D4 Rain Mild High Weak Yes
D5 Rain Cool Normal | Weak Yes
D6 Rain Cool Normal | Strong No
D7 | Overcost Cool Normal | Strong Yes
D8 | Sunny Mild High Weak No
DS | Sunny Cool Normal | Weak Yes
D10 | Rain Mild Normal | Weak Yes
DIl | Sunny | Mild Normal | Strong Yeau
D12 | Overcost Mild High Strong Yes
D13 | Overcost Hot Normal | Weak Yes
D14 | " Rain Mild High Strong No
(10 Marks)
1of2
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Module-3
Define perceptron. Give the representation of di fferent Boolean functions by perceptron.
(05 Marks)
Differentiate between perceptron training rule ahd delta rule. (05 Marks)
Explain the derivation of gradient descent Wlth an aloorﬁhm (06 Marks)
OR ,
Explain the sigmoid function in details. (04 Marks)
Give the algorithm of back propagation for the multilayer neural network and explain the
derivation of : (i) Output unit weights (11) Hidden unit weights (12 Marks)
Module-4 :
Define Bayes theorem. Ex}:‘ﬂam in detail the different features of Bayesian learning.
(06 Marks)

Consider a medical dxagnosxs problem in which there are 2 alternative hypothesis

(i) the patient has a particular form of cancer @ positive and (ii) the patient does not ©
negative. We have prior knowledge that over the entire population of people only 0.008 have
this disease. The test returns a correct positive result in only 98% of the cases in which the
disease is actuaily present, and a correct.negative result in only 97% of the cases in which

the disedse is not present. Find out does new patient have cancer or not. (10 Marks)
: OR ‘ _

Mention different methods of Bayes theorem used for concept learning. Explain any one in

detail. ‘ (06 Marks)

Explam Naive Bayes Classifier (BC) learning method For the training-examples (samples)
given in question 4C apply' NBC to classify the following novel instance.

(Outlook = Sunny, Tempel ature = Cool, Humidity = High, Wind = Strong) (10 Marks)
Module—

Differentiate betWeen true error and sample error. T 4 1A "“ﬁ’ (06 Marks)

Give the following definitions of sampling theory: ' 60 03°

(1) Randomvariable (11) Probablhty dlstrlbutlon

(i11) Mean (iv) Variance

(v) Standard deviation (vi) Binomial distribution

(vii) Normal distribution (vii1) Central limit theorem

(1x) Estimator and eStimation bias (x) N% confidence interval (10 Marks)
( OR

What is reinforcement learning? Give an example. (04 Marks)

Write short notes on:
(i)  K-Nearest Neighbour Learning
(ii) Locally Weighted Regression (12 Marks)

* %k sk ok ok
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