18CS641

jés{xth Semester B.E. Degree Exammatwn, Dec.2023/Jan.2024
WOR Data Mining and Data Warehousmg
Tlme 3 hrs. ‘Max. Marks: 100

Note: Answer any FIVE full questtons, choosmg ONE full question from each module.
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1 a. Differentiate between operational database systems and data war rehouse. (10 Marks)
b. Explain the data warchouse models (10 Marks)

G g OR
2 a. Explain typical OLAP pperatlons with examples. . (10 Marks)

b. What are the schemas of multidimensional data models‘7 Explain. (10 Marks)

~ Modul «2

50, will be treated as malpractice.

(10 Marks) *
(10 Marks)

SE:

4 a. Whatis data mlmng? Explain KDD process with the help of neat diagram. (10 Marks)
b. Define smularlty and d1551mllar1ty between the objects Fmd SMC and Jaccord s coefficient

(06 Marks)

X = (3205000200)

y= (10000@0102) (04 Marks)

. -“W__—
n frequent 1tem set. generatlon in the Apriori Algorithm.
""" (10 Marks)

b. What is association analys1s? Deﬁne assocmtlon rul """" support and confidence by giving an
exampIe for each. RN -~ (10 Marks)

Define the Apnon principle. Ex

‘ p OR

6 a Construct an FP tree, yyyy for the following dataset :

' | TID Items

{a, b}
{b,c, d}

{a,c,d,e}
{a,d, ¢}
{a, b, c}

{a, b, c,d}

13}

{a, b, c}
{a, b, d}
{b, c, €}
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important Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the remaining blank pages.
2. Any revealing of identification, appeal to evaluator and /or equations written eg, 42+8
wn
®

P
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(10 Marks)
b. Explain objectl\'e measures of interestingness for evaluation of quality of association

pattCmS ; (10 Marks)
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. , Module-4
How does decision tree algorlthm work. bxplamf} w‘th example. (10 Marks)

Examine the methods for comparing classifiers (10 Marks)
OR"

Describe Nearest Neighbor classifier. List its characteristics. , (10 Marks)

Explain Bayesian classifier with an &xample (16 Marks)

CMRIT L mAR‘Y
Module-S BANGmRk 560 037

What is cluster analysis? DISCUS ythe different types of clusters with examples. (10 Marks)
Explain Ag,glomeratlve lnerarchlcal clustering. How do you define proximity between

clusters? , ) ; (10 Marks)
# OR

Discuss DBSCAN al gonthm with an exampi (10 Mavks)

Explain the followmg

i) Density! based clustering U

ii) Graph based clustering. o ¥ (10 Marks)
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