Important Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the remaining blank pages.

50, will be treated as malpractice.

2. Any revealing of identification, appeal to evaluator and /or equations written eg, 42+8

18EC54

A \f‘\

gL

=\ ,
3 Z\ £

th @}%mester B.E. Degree Examination, Dec.2023/Jan.2024
5/ Information Theory and Coding

H
* /'/ :,sx:«« i i
,'// N 7 4 Max. Marks: 100

i

/
s

@

Aoy

ch oéing ONE full questionfré%n each module.

Module-1
Derive an expression for average information content of 'symbols in long independent
sequences. n (04 Marks)
Find the relationship between Hartleys, nats and bits. (06 Marks)
For the Markov source of Fig. Q1 (c), find
(i)  Entropy of each state. o~
(i)  Entropy of'the source. !
(i)  Gi, Gy Also show that G, > G2 > H(s). (10 Marks)
i, W OR i
ing an independent.sequence of 0’s and 1’s . With probabilities ‘P’
and ‘1 — P’ respectively. Plot the entropy of the source versus ‘P’. (04 Marks)

A code is composed of dots and dashes. Assuming that a dash is 3 times as long as a dot and

has one-third the‘pipbability of occurrence, calculate

(i)  The information in a dot and a dash.

(i) The entropy of dot-dash code. -

(iii) The average rate of information if a dot lasts for 10 m-sec and this time is allowed
between symbols. ¢ (08 Marks)
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Consider the state diagram of Markov source of Fig. Q2 (c)
(i) Compute the state probabilities
(i) Find entropy of each state.
(iii) Find the entropy of the source.

(08 Marks)

Module-2 —
Apply Shannon’s encc)dmg (binary) algorlthm to ‘the followmg set of messages and obtain
code efﬁmency and redundancy

oo | w|B
W

(10 Marks)
A dlscrete memoryless source has an alphabet of seven,msymbols with probabilities for its
output, as described below. .
Symbol So | Si | S S3 Sy .85 Ve
Probability | 0.25 | 0. 25@ 125 | 0.125 | 0.125. [ 0.0625 | 0.0625 |
Compute Shannon—Fano ‘code for this source. Fmd coding efficiency.” (10 Marks)

S= {81,82,33,34?85,36,3 } P=

(i) Construct a binary Huffman code by plaomg the Qomposne symbol as low as possible.
Find the coding efﬁmency

(11) Repeat (1) by movmg the comp051te symbol as hlgh as possible and find the coding
efficiency. (12 Marks)

Explam the propertles of codes Also draw the «code-property circle diagram. (08 Marks)

CMRIT LIBRARY
Mgi‘-‘-lg—:; BANGALORE - 560 03
ric channel has, the following noise matrix w1th source probabilities of
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(i) Determine H(x), H(y), H(x, y), H(Y/X), H(X/Y) and I(X, Y).
(i) Find the channel capacity.
(iii) Find channel efficiency and redundancy. (08 Marks)
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What is mutual information? Explain its properties. (06 Marks)

Consider the Binary Symmetric channel with channel matrix given by,
3

v |3
p('i) |1
4 -

Find the channel capacity using Muroga’s,method. P (06 Marks)

BlLh|—

OR AW,
Explain the following : : Ve,
(i) Symmetric / Uniform channels
(i) Binary symmetric channels ' ¢
(ili) Binary Erasure channels. (06 Marks)
An analog signal has a 4 kHz bandwidth. The signal is sampled at 2.5 times the Nyquist rate
and each samplc quatlzcd 1nt0 256 equally hkely lcvcls Assume that the successive samples

(0

(i) Can the outpht of this source be transmlttcd without errors over Gaussian channel of
bandwidth 50 kHz and the signal to noise ratio (SNR) of 20 dB? ‘

(iii) If the output of this source is to be transmitted without errors over an analog channel
havmg (S/N) of 10 dB, computc the bandwidth requirement of the channel.

(08 Marks)
State. Shannon—Hartlcy law. Explam the implications of Shannon—Hartley law. (06 Marks)
; _ /CMRIT LIBRARY
. Module-4 . BANGALORE - 56042%
Define (i) Hamming wclght (i) Hamming dlstance (111) Mmlmurn distance
(06 Marks)
' 1 00 1.0"1
For a systematlc (63) Linear Block Code G =01 0,04 1
( Ty, 001110
(i) Findall the code vectors. % |
(i) Draw the encoder circuit. o~
(iii) Fmd minimum distance. . (08 Marks)
For a systematic (7, 4) Llnear Block Code, thc parlty matrix ‘P’ is given as,

F1 1 1
11 0| |
10 1|7
01 I

(i) Draw. the encoder circuit. "
(i) A single error has occurrcd in each of these received vectors. Detect and correct

CITorS.
(a R, ::[011;;1 1j0}~
(b) Ry =[1011100] (06 Marks)

i
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The parity checkbits of a (7, 4) Hamming(g)cRode are genera
C,=d,+d, +d, o
C,=d, +d, +d,
C, =d, +d; +d,
where d,,d,,d, and ds are message bits.

(1) Find the generator matrix ‘G’ hﬂd the parity check matrix ‘F
(11) Draw the syndrome calculafmn circuit for this code. "

(iii)  Check for GH' =0 (08 Marks)
A (15, 5) linear cyclic code has generator polynomial g(x)=1+x+ x2+x* +x° +x +x"°

(1) Draw the encoder for this code.
(i)  Tabulate the contents of shift registers Qf ‘the encoder for the message

>of this code.

polynomial, D(x) 14+ x%+x* o ¥ (06 Marks)

Design an encoder for the (7, 4) cyclic code generated by g(x) = l+x+x’ and verify its
operation using the me'ssage vectors (100 1) and (I 011). (06 Marks)
Modulg-s ‘

- Draw the encoder block diagram.
Fmd the generator matrm

- Consider the (3%‘, 2) convolutional code with g =(110), g? =(10 1) and g =111,

time-domain and transtrm—domaln approac i (12 Marks)

For the (2, 1, 2) convolutional encoder, described by e®=(11 1) and g(2 =(101),

(i) Draw the encoder circuit.

(i) Find the generator matrix. N

(ii)) Find the output sequence for the mformatlon sequence d = 1 0 0 1 1 using time

domain and transform—domam approach RY (08 Marks)
“'OR  CMRIT LE%RAM,

For the (2, 1 25 convolutlonal encoder descrlbecf’%xgl AW*(l 11)and g? =(101),

(i)  Draw the state table.
(11) Write the state tran51t10n table.

N
(06 Marks)

=(111)

*(11) Construct the code—tree and find the output sequence for the message sequence
(14 Marks)

FEEEER:
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