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Construct PDA for
a. L={0"1" | n>=0}
l,o]e
$(as, 1, 6)= (% ¢)
a $(%., 1, 0)= (o rt) [6] |co3| L3
1

%(q,l..E,an): (qflv 7—")

P=({q0,q1,92}, {0,1},{0,z0} delta, q0,z0,q2} —3marks
b. L={wcw"® | w is in (0+1)"}
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List the issues in the design of a code generator.

1. Input to the code generator

2. Target program
3. Memory management
. . [4] |coz2| L1
4. Instruction selection
5. Register allocation
6. Evaluation order
Parse the string using Shift Reduce Parsing and write the viable
prefixes.
E->E+T
E->T
T->T*F
T->F
F->(E)
F->id
w= id*id+id
Stack Input Action
$ id*id+id$ shift
$id *id+id$ Reduce
by F->id
$F *id+id$ Reduce [6] [CO4| L3
by T->F
$T *id+id$ shift
$T* id+id$ shift
$T*id +id$ Reduce
by
F->id
$T*F +id$ Reduce
by
T->T*F
$T +id$ shift
$T+ id$ shift
$T+id $ Reduce




by F->id

$T+F $ Reduce

by T->F
$T+T $ Reduce

by E->T
$E+T $ Reduce

by

E->E+T
SE $ Accept

I 5 marks

Viable prefixes: id, F, T, T*, T*id, T*F, T, T+, T+id, T+F, T+T,
E+T, E
—---—-1Mark




Explain Turing Machine and the Halting Problem.

We may visualize a Turing machine as in Fig. 8.8 The machine consists of
a finite eontrol, which can be in any of a finite set of states. There is a tape
divided into squares or cells; each cell can hold any one of a finite number of
symbols.

Finite
control

C

...|9‘3|xl|x4 |X,-

|XJB|B|
I

Figure 8.8: A Turing machine

A single tape Turing machine has a single infinite tape, which is divided into cells.
The tape symbols are present in these cells.

A finite control is present, which controls the working of Turing machines based on the
given input.

The Finite control has a Read/write head, which points to a cell in tape.

A Turing machine can move both left and right from one cell to another

that used for finite automats or PDA's. We deseribe 2 TM by the 7 tuple
A = (L E T4, g0, O F)
whose components have the following meanings:
2 The finite set of states of the finite control.
: The finite st of input symbols,
I'! The complete set of fape spprmbols; 22 08 alwayvs a subset of [N

#: The trapsition fenciion. The arguments of §(g, X) are a state g and a
tape symmbol X, The value of (g, X7, 0 it is defined, is a triple (p, ¥, D),

wheeres

1. pis the next state, in &,
2. ¥ is the symbol, in I', written in the cell being scanned, replacing
whatever symbol was there.

A, [)is a direction, either L or A, standing for “left” or “right,” respec-
tively, and telling us the direction in which the head moves.

qu: The start stete, a member of ¢}, in which the finite control is found initially.

H: The ok symbol. This svmbol is in 7 ot not in 225 e, it is not an inpat
avimbol. The blank appears initially in all but the finite number of initial
cells that hold input syvmbaols.

F: Thae set of final or accepling states, o subset of €,

There is another notion of “acceptance” that is commonly used for Turing
machines: acceptance by halting. We say a TM halts if it enters a state g,
scanning a tape symbol X, and there is no move in this situation; i.e., §(g, X)
is undefined.

Turing machine-2 marks

Halting problem-2 marks
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Construct a Turing Machine to accept
L= {a"b"c" | n>=1}.
Draw the state diagram, transition table and definition.

(a, a, L)
(Y, Y, L)
(Y. Y, R) (Z,Z,R) (b, b, L)
(a. a R) (b, b, R) (Z.Z,L)
SN (A X R) X YR R(c,zu /(\
—-—1\ q { { q2 j
N -~/ N N
Y, Y, R) KX R)
7 (B,B, L) f.
| g4 { )
_ N4
(Y, Y, R)
(Z.Z,R)

—-4 Marks

M=({q0,q1,92,93,94.9f},{a,b,c},{a,b,c,B}.delta, q0, B, qf}
—>2 marks
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Prove that every language accepted by a multitape TM is acceptable

by some standard TM.

Theoven: Every language auupttd by &
mulittape TM & mwmhd.. enumevalsde.
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Theorem 8.9: Every language accepted by a multitape TM is recursively
enumerable.

PROOF: The proof is suggested by Fig. 8.17. Suppose language L is accepted
by a k-tape TM M. We simulate M with a one-tape TM N whose tape we
think of as having 2k tracks. Half these tracks hold the tapes of M, and the
other half of the tracks each hold only a single marker that indicates where the
head for the corresponding tape of M is currently located. Figure 8.17 assumes
k= 2. The second and fourth tracks hold the contents of the first and second
tapes of M, track 1 holds the position of the head of tape 1, and track 3 holds
the position of the second tape head.




Give the Difference between L-attributed and S-attributed.
For the given SDD, give annotated parse tree for the following

expression with dependency graph for L-Attributed

Productions Semantic Rules
T->FT" T’.inh=F val
T.val=T".syn
T->*FT71’ T’.inh=F.val*T".inh
T.syn=T"1.syn
T->e T’.syn=T".inh
F->digit F.val=digit.lexval
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ihod { AHTTDOWreo
" . L, s iy 1 ela
Wy o gl NSTTVI Hh ag
A ) ; 1 prrf bl
o .!A”i _].'r'1"|"fr‘ -Jr .Fn]-llflr"' i
i L7 | YL b .:'IJ-'.- I:‘J 17
A haythed affie
T AT {YOTY
a grhott Natwet PEE
7 Lae
| perhen paven! -
I
. ¥ .:*_"rl'.
J_-,r|;-|.t”?_|-'= L",'
) f a VRV,
[p-2BED % &

B ’ are | e Y Y
.'frli.'f'll.-r*:" (_1._!1(‘“-" i | N = L‘.! Wy D ]' :
- o - - aY

'L P j
o onght end [T a0

pland ok ¢ | L
o frodadton (3 & N an.t
) P 7 -.@*ﬁ?mmﬂf: actferu Q.
. ]
asBe 1 > | ° hune oN
=12 f ANy Nl e

| plaud ang
H“'..:-

| A = Li J'h';
| B¢ yC

| lBc ¢}

 pfothubis ave |
3/ avaluated 'jmmﬂ III 9 5‘;1' huwr:ﬂ’*‘-‘ﬂ Parpe fiEL
wt il .
GeHem wp [ dupth $Euk, feir 0 ‘r
s d ] 5 r R
|3{1n@|'lnt. | v U afgh~ gy
—4 Marks

[8]

CO4|LI1,L3




——-4 marks

List the programming techniques used for TM.

1. Storage in a state
2. Multiple Tracks
3. Subroutines
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Parse the grammar and the string using CLR Parsing

S->CC
C->cC|d
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For the given input find
DAG/Syntax tree
Value number Method
Quadruple

Triple

Indirect triple

opo o

Expression: at+b+(a+b)
cy r@f_‘g_l—:

+/a a9

< |

Dag and Number value—-----4 marks
Quadruple—--2 marks

Triple—--2 marks

Indirect triple —-2 marks

tl=a+b
t2=t1+t1
Quadruple

NG =

—_—g = oo
- — = »n o -

Triples
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ofala
plr|r
g8
1[{2
O|+[al|b
L{+(0|O0
Indirect Triples
0) 11
(H12
oflala
plr|r
g8
1|2
I|+]a|b
L+ (] (
1|1
1|1
)|)
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