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1 i. Illustrate types of update anomalies with example.  

ii. A relation R (P, Q, U, S, T) is having two functional dependencies sets R1= {P→Q, PQ→U, 

S→T} ; R2= {P→QU, S→PT}. Are they equivalent? Justify your answer with proper reasoning. 

[4+6] CO4 L3 

2 i. List the properties to be satisfied by a relation in 1NF, BCNF, 4NF and 5NF 

ii.Write the algorithm for finding a minimal cover for a set of functional dependencies.  

Consider a relation R (A, B, C, D) having some attributes and FDs as: {B→A, AD→C, C→ABD}.  

Find the canonical cover for this set of FDs.  

[2+8] CO4 L3 

3 Write the algorithm for Dependency-Preserving and Nonadditive (Lossless) Join Decomposition 

into 3NF Schemas. 

Consider a relation R (A, B, C, D, E, F, G, H) having FDs as: {A→B, ABCD→E, EF→GH, 

ACDF→EG}.  

i. Find candidate key of this relation R. 

ii.Preserving the dependency, decompose R into 3NF. 

[2+8] CO4 L3 

 

4 What type of problems may arise if concurrency control and recovery are not maintained in DBMS 

transaction? Justify your answer with proper example.  

[10] CO4 L2 

5 Explain 2PL protocol for concurrency control. How does it guarantee serializability? Justify your 

answer with a suitable example. 

[10] CO4 L2 

6a Explain the basic time stamping protocol for concurrency control.  [4] CO4 L2 

6b Consider the below mentioned schedule with transactions T1, T2, T3 with read () and write () 

operations on data items X, Y, Z. Draw the precedence graph for the schedule and state whether the 

schedule is serializable or not. If the schedule is serializable, write down the serial schedule.  

S1: r3(Y); r3(Z); r1(X); w1(X); w3(Y); w3(Z); r2(Z), r1(Y); w1(Y); r2(Y); w2(Y); r2(X); w2(X). 

 

[6] CO4 L3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Model Solution 

 
1) i) Illustrate types of update anomalies with example. 

 

 

 

ii) A relation R (P, Q, U, S, T) is having two functional dependencies sets R1= {P→Q, PQ→U, 

S→T} ; R2= {P→QU, S→PT}. Are they equivalent? Justify your answer with proper reasoning. 

Ans:  

Case 1) Determining Whether R2 ⊃ R1 or not 

Step 1) 

• (P)+ = {P, Q, U} // closure of left side of P → QU using set R1. 

• (S)+ = {P, Q, U, S, T} // closure of left side of S → PT using set R1. 



 

Step 2) 

• (P)+ = {P, Q, U} // closure of left side of P → QU using set R2. 

• (S)+ = {P, Q, U, S, T} // closure of left side of S → PT using set R2. 

Step 3) 

Comparing the results of Step 1 and Step 2, we find, 

• Functional dependencies of set R2 can determine all the attributes which have been determined by 

the functional dependencies of set R1. 

• Thus, we conclude R2 is a subset of R1 i.e. R2 ⊃ R1. 

Case 2) Determining Whether R1 ⊃ R2 or not 

Step 1) 

• (P)+ = {P, Q, U} // closure of left side of P→ Q using set R2. 

• (PQ)+ = {P, Q, U} // closure of left side of PQ → U using set R2. 

• (S)+ = {P, Q, U, S, T} // closure of left side of S → PU and S → T using set R2. 

Step 2) 

• (P)+ = {P, Q, U} // closure of left side of P→ Q using set R1. 

• (PQ)+ = {P, Q, U} // closure of left side of PQ → U using set R1. 

• (S)+ = {P, Q, U, S, T} // closure of left side of S → PU and S → T using set R1. 

Step 3) 

Comparing the results of Step 1 and Step 2, we find, 

• Functional dependencies of set R1 can determine all the attributes which have been determined by 

the functional dependencies of set R2. 

• Thus, we conclude R1 is a subset of R2 i.e. R1 ⊃ R2. 

Case 3) Determining Whether Both R1 and R2 satisfy each other or not 

• From Step 1, we conclude R2 ⊃ R1. 

• From Step 2, we conclude R1 ⊃ R2. 

Thus, we conclude that both R1 and R2 satisfied each other i.e. R1 = R2. 

 

 

 

 

 

 



 

2)i) List the properties to be satisfied by a relation in 1NF, BCNF, 4NF and 5NF 

 

 

ii) Consider a relation R (A, B, C, D) having some attributes and FDs as: {B→A, AD→C, 

C→ABD}. Find the canonical cover for this set of FDs. 

Step-1 : Decompose the functional dependencies using Decomposition rule(Armstrong’s Axiom) i.e. single 

attribute on right hand side. 

FD1 : B  A 

FD2 : AD  C 

FD3 : C  A 

FD4 : C  B 

FD5 : C  D 

Step-2 : Remove extraneous attributes from LHS of functional dependencies by calculating the closure of 

FD’s having two or more attributes on LHS. 

Here, only one FD has two or more attributes of LHS i.e. AD  C. 

{A}+ = {A} 

{D}+ = {D} In this case, attribute “A” can only determine “A” and “D” can only determine “D”. Hence, no 

extraneous attributes are present and the FD will remain the same and will not be removed. 

Step-3 : Remove FD’s having transitivity. 

FD1 : B  A 

FD2 : C  A 

FD3 : C  B 



 

FD4 : AD  C 

FD5 : C  D . Above FD1, FD2 and FD3 are forming transitive pair. Hence, using Armstrong’s law of 

transitivity i.e. if X  Y, Y  X  then X  Z should be removed. Therefore we will have the following FD’s left : 

FD1 : B  A 

FD2 : C  B 

FD3 : AD  C 

FD4 : C  D 

  

Also, FD2 & FD4 can be clubbed together now. Hence, the canonical cover of the relation R(A,B,C,D) will 

be: 

Mc {R(ABCD)} = {B  A , C  BD, AD  C} 

 

3) Write the algorithm for Dependency-Preserving and Nonadditive (Lossless) Join Decomposition into 

3NF Schemas. 

 
Consider a relation R (A, B, C, D, E, F, G, H) having FDs as: {A→B, ABCD→E, EF→GH, 

ACDF→EG}. Find candidate key of this relation R. Preserving the dependency, decompose R into 

3NF. 

 



 

 

4. What type of problems may arise if concurrency control and recovery are not maintained in DBMS 

transaction? Justify your answer with proper example 

 

 

 



 

 

 
 

5. Explain 2PL protocol for concurrency control. How does it guarantee serializability? Justify your 

answer with a suitable example. 

 

 



 

 

 

 



 

 
 

6a) Explain the basic time stamping protocol for concurrency control 

 
6b) Consider the below mentioned schedule with transactions T1, T2, T3 with read () and write () 

operations on data items X, Y, Z. Draw the precedence graph for the schedule and state whether the 

schedule is serializable or not. If the schedule is serializable, write down the serial schedule.  

S1: r3(Y); r3(Z); r1(X); w1(X); w3(Y); w3(Z); r2(Z), r1(Y); w1(Y); r2(Y); w2(Y); r2(X); w2(X). 

 



 

 
 

 

 

 


