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la |List out the various steps involved in filtering in frequency domain.
Sol: Steps involved: (2)
i Filter NVErse
p— . Il;u;'ﬁrn L) t'unctljun LB :-‘nur'u.-r I—L
I L Hiu.v) | transform
-~ ! E(u, v Hin v)F(uv) ~
7 oo (/}T ) 2 [23|12
processing processing
v
flx, ¥) 2lx.y)
Input Enhanced
image image
Basic steps for filtering in the frequency domain.
Ib | What is the techniques of image smoothing and explain how it is achieved in the
frequency domain of an image
Sol: (2)
Smoothing is achieved in the frequency domain by dropping out the high frequency
components. The basic model for filtering is: 2 [2,3|L3
G(u,v) = H(u,v)F(u,v)
where F(u,v) is the Fourier transform of the image being filtered and H(u,v) is the filter
transform function.
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Suppose you have an image given below, explain how smoothing can be achieved by
various frequency domain filters and discuss on the outputs. (with result of filtering of
cutoff radius = 15)
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(a) Ideal low pass filters. (2)

Hiy) Hir)
o Changing the distance changes the behavior of the filter. ! |
The transfer function for the ideal low pass filter can be i
given as: 1 if Du. <D .
Huwy- | EDe =D
0 if Du, v) >D,

o where DO is a positive constant and D(u,v) is the distance w b ; i Dur)

between a point (u, v) in the frequency domain and the
centre of the frequency rectangle; that is, Figure 2. Perspective plot of an deal lowpass-filer transfer function b. Fiter defined asimage c. ilter radial eross section

N [
D(u.v)= [(H -M /2 +(v-N/2) ] For an TLPF cross seation, the point of transition benween H(u.v) = | and H(u. v)=01s

o Where, as before, P and Q are the padded sizes.

(b) Butterworth Low pass filters (2)

o The transfer function of a Butterworth low pass filter
of order n with cut-off frequency at distance DO from
the origin is defined as:

1

H =
@) 1+[D@u,v)/ D, |

o Unlike the ILPF, the BLPF transfer function does not
have sharp discontinuity that gives a clear cutoff
between passed and filtered frequencies

called the cutoff frequency.

(c) Gaussian Low pass (2)

The transfer function of a Gaussian lowpass
filter is defined as:

2
H(u, v) _ e—Dz(u,v)/ZDU

Result of image analysis

2,3

L3




2a

Define 1D & inverse Fourier transform
Sol: definition (2)

Fourier Transform:

X. Space

F(w) =[ f(x)e 2™y

u: frequency

e'® = cos @ + isin

i=v-1 2,3 L2
Inverse Fourier Transform: -
flx) = ﬁwF(u)eiz“uxdu
2b | What is the techniques of image sharpening and explain how it is achieved in the frequency|
domain of an image.
Sol: (2)
e Edges and fine detail in images are associated with high frequency components 2,31 L3

hence image sharpening can achieved in the frequency domain by highpass filtering
® High pass filters — only pass the high frequencies, drop the low ones High pass

frequencies are precisely the reverse of low pass filters




2c

Suppose you have an image given below, explain how sharpening can be achieved by
various frequency domain filters and discuss on the outputs. (with result of filtering of
cutoff distance D, = 15)
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(a) High pass filters.(2)
The ideal high pass filter is given as:
0 if D(u,v)<D,
Huwy =10 & PD=0,
11f D(u,v)>D,
where Dy is the cut off distance as before

Hiw o)

= T e (U]

(b) Butterworth high pass filters (2)
The Butterworth high pass filter is given as:
1

H(i.v) = i
) = Dy D[

where n is the order and D, is the cut off
distance as before
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(c) Gaussian high pass (2)

The Gaussian high pass filter is given as:
H(u,v)=1—¢ 2 @020
2

where D, is the cut off distance as before

Hiw o)
o | 10
s .
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'

Result analysis of image
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Define 2D Fourier transform & inverse
Sol: definition (2)

Fourier Transform:

(¢ ]
= ff f(x,y)e 2R ) dxdy

u and v are frequencies along x and y, respectively 2,3 1.2
Inverse Fourier Transform:
oo
fly) = f f F (u, v)e 2™ +y) dy gy
—00
3b |Explain the various steps involved in Discrete Cosine Transformation (DCT)
Sol: steps involved in DCT (8)
| “Transformation Quantizer Entropy Channel
| Encoder Bncoder | | ]
o Source Encoder
Original
Image e
/,f” ransmission 2,3 L3
N Channel
_4 Inverse H Inverse H Eatropy |‘__~ Channel }‘
Transformation Quantizer Decoder Decoder
Saurce Decoder
4a |What is homomorphic filtering, and give the steps involved in homomorphic filtering 2,3
Sol: homomorphic filtering & steps(2)
Input Out put L3
Image Forward Linear Inverse image
Fourier Processing Fourier
Transform Transform

Hik,I)

Homomorphic Syst




4b

Define laplacian in frequency domain.
Sol:

Topic Name  : Laplacian in the Frequency Domain

* Spatial-domain Laplacian (2nd derivative)

+ Fourier transform

[a" feey |
3| £ ‘“. ) = (ju)"F(u)
ax" |

Jeifex.y) i f(x )]
- +
ox? oy?

=(u) Fu,v)+(pw) F(u,v)
= a(u?+v)F|(u,v)

Topic Name  : Laplacian in the Frequency Domain

0

y.

H(u,v) = -(u2+v?)
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Explain the following properties of Fourier Transform
a) translation

b) rotation

c) periodicity

Sol: properties (2*3=6m)
Translation and Rotation
Multiplying f(x.y) by the exponential shifts the original of DFT to (up. vo).

Multiplying F(u.v) by the exponential shifts the original of (x.y) to (x0. yo).

; o 0 n(uIM YN
S = X0, 7= 7o) © F(u,v)e/ A"

\ e = j2augx/ M4+vpy/ N,
F=itg,v1-1g) © f(x, y)er 21t

Periodicity
The Fourter transform and inverse are infinitely periodic on the v and v directions. (k1
and k2 are integers).
Fu~v)=Fu+kM.v)=F@u.v+k,N)
=F(u+kM.v+k,N)
fx.»)=fx+EM.y)= f(x.y+k,N)
=f(x+kM.y+k,N)

To show the origin of F(u.v) at the center we shift the data by M/2 and N/2

LD = Fu+M/2.v+ N/2)
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Explain about
a) region growing mechanism in image segmentation
b) region splitting and merging mechanism in image segmentation
Sol:
Region growing (5)
+ It is a process of grouping the pixels or subregions to get a bigger

region present in an image

*Selection of the initial seed: Initial seed that represent the ROI should
be given typically by the user. Can be chosen automatically. The seeds
can be cither single or multiple

*Seed growing criteria: Similarity criterion denotes the minimum
difference in the grey levels or the average of the set of pixels. Thus, the
initial sced ‘grows’ by adding the neighbours if they share the same
properties as the initial seed

*Terminate process: If further growing is not possible then terminate
region growing process

Region splitting and merging (5)

* The main problem with region splitting is determining where to
split a region.
* One method to divide a region is to use a quadtree structure.

* Quadtree: a tree in which nodes have exactly four descendants.

ab
R
FIGURE 10.42 ( J
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* The split and merge procedure:
— Split into four disjoint quadrants any region R, for
which P(R) = FALSE.
— Merge any adjacent regions R and R, for which
P(RUR) = TRUE. (the quadtree structure may not

abe  he preserved)
FIGURE 10.43

(rsestap when rther mergi splitting is
oL ndgessible.
i

( ult of
thresholding (a).
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6a |[Explain about variable threshold and basic global threshold
Sol:

Basic global threshold (2)

Iterative algorithm for automatic estimation of threshold 7

(1) Select an initial estimate for T’

Group G, (values > T)

(2) Segment image using T — Group G, (values < T)

(3) Compute average intensity values for G, Gy — m;, m,
1
(4) Compute a new threshold value T = 51+ my)

(5) Repeat (2) through (4) until the difference in T in successive iterations
is smaller than AT

Average intensity is good initial estimate for T

Variable threshold (2)

The variable threshold method sets a lower threshold for an image that is out of focus and a higher

threshold for when the particle is in focus. This results in less change in reported area when the
particle focus changes.
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6b | Given an image, discuss on how automatic image thresholding can be achieved using
Otsu’s method.

Sol: (6)

Otsu’s method

Otsu’s method (1979) maximizes between-class variance

Based entirely on computations performed on histogram (1-D) of image

Summary of Otsu's algorithm

n
(1) Compute normalized histogram of the image, p: =3 =0,

(2) Compute cumulative sums, Pk = Y' p, k=0, L-1
=0

(3) Compute cumulative means, m(k)=S  ip. k=0 _. L—1

(4) Compute global intensity mean, mg = ips

r ]
. maP k) —mik)*
5) Compute between-class variance, oAk =t
(5) Comp E R0
(6) Obtain the Otsu threshold, &, that is the value of & for which J% T
a maximum — if this maximum is not unique, obtain /" by avaraging the
values of % that correspond to the various maxima detected

k=0, .L-1

(7) Obtain the separability measure (%" = 75
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